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# B. Collection of Information Employing Statistical Methods

## B.1. Respondent universe and sampling methods

This study will collect information through a household survey and a choice experiment. We will pretest the survey through four focus groups. The household survey will use the American Life Panel (ALP), an internet panel of individuals aged 18 and over. The ALP respondent universe and sampling methods are described as below.

Individuals who are currently members of the ALP have been recruited since 2002. Initially, they were recruited for a project that started in 2003, which compared internet interviewing with telephone interviewing (CATI). The ALP as it operates in its current form started in the beginning of 2006. At that point in time the first *household information survey* was conducted, asking the panel respondents a wide range of demographic questions on a quarterly basis (as is still the case today). This first household information survey was modeled after the demographic questions asked at that time within the Current Population Survey (which is conducted by the U.S. Census Bureau for the U.S. Bureau of Labor Statistics). This close alignment allows for extrapolation of analysis results of data collected within the American Life Panel to the U.S. population at large.

The focus groups are not meant to be statistically significant but rather will provide researchers qualitative information about how well the concepts and sample benefits statements in relation to employee sponsored benefit plans are understood. It allows us to probe why concepts may be misunderstood and whether or not the terminology used as well as the structure of the questions are appropriate for the audience.

### B.1.a Household survey sampling approach

Since its start in 2003, the American Life Panel has expanded significantly and currently comprises approximately 4500 active individuals from U.S. households who have filled out the household information survey at least once during the past year (see [section B.3.a.](https://mmicdata.rand.org/alp/index.php/Panel_Attrition_And_Response_Rates) below for details). Participants in the ALP are recruited from survey programs that collect representative samples of U.S. consumers. Several cohorts can be distinguished based on their source and/or type of recruitment:

* University of Michigan internet panel cohort
* University of Michigan phone panel cohort
* Snowball cohort
* Stanford panel cohort
* Mailing cohort
* Phone cohort
* Vulnerable population cohort (active recruitment)
* Respondent driven sampling (RDS) cohort (active recruitment)

The cohort to which a respondent belongs is indicated by the **recruitment\_type** variable, which is provided for each respondent. The specific category labels are (listed in order of appearance as above):

* 0 MS Internet
* 1 MS CATI
* 2 Snowballs
* 3 National Survey Project
* 6 Mailing Experiment
* 7 Phone Experiment
* 8 Vulnerable Population
* 9 RDS

In addition to the directly sampled panel members, the ALP also invites (adult) household members of the sampled panel members to join, thus allowing intra-household comparisons. These panel members are identifiable in the data as their identifier will end in a numeric value greater than 1 (e.g. identifier 10017494:2) in the data. However, this part of the ALP is currently relatively small, with less than 10% of the households having more than one panel member. For this reason the ALP cannot be used as a proper household survey panel and should be considered primarily a panel of individuals. The current study will only use original members from the large probability sample cohorts (MS Internet and MS CATI, National Survey Project, and Vulnerable Population) and not use the additional household members.

### University of Michigan Internet Panel Cohort

The first cohort of participants in the ALP, the Michigan cohort, are respondents who were recruited from among individuals ages 18 years and older who had responded to the Monthly Survey (MS) of the University of Michigan's Survey Research Center (SRC). The MS is the leading consumer sentiments survey that incorporates the long-standing Survey of Consumer Attitudes (SCA) and produces, among others, the widely used Index of Consumer Expectations.

The sampling design of the MS is described in detail by Curtin (2002). The MS is conducted monthly. It uses a list of "hundred series" (i.e., the first eight digits of a phone number) that contains at least one listed residential landline phone number. This list is not older than six months. Phone numbers are then generated by randomly adding the last two digits, resulting in a random digit dialing (RDD) sample. Each month, approximately 300 households thus obtained are interviewed. Additionally, each month 200 individuals are re-interviewed from the RDD sample surveyed six months previously. The RDD procedure uses stratification by Census Division by MSA/non-MSA status and results in a stratified one-stage equal probability sample of telephone numbers in the 48 coterminous states and the District of Columbia. Within each household, one adult (18+) member is then selected using probability methods.

SRC screened MS respondents. At the end of the second interview, respondents were told that the University of Michigan was undertaking a joint project with RAND. They were asked if they would object to SRC sharing their information about them with RAND so that they could be contacted later and asked if they would be willing to actually participate in an Internet survey. Respondents who did not have Internet were told that RAND would provide them with free Internet. This attempt included the mention of the fact that participation in follow-up research carries a reward of $20 for each half-hour interview.

RAND received referrals from the University of Michigan each month from January 2002 through August 2008, with the exception of January through July 2004. RAND then contacted these individuals, asked them whether they would be willing to be part of the ALP, and entered them into the panel when they agreed. About 51 percent of the Michigan referrals agreed to be considered for the ALP, and about 58 percent of them actually participated in at least the household information survey. Thus, about 30 percent (51 percent × 58 percent) of the Michigan recruits became ALP participants. Originally, the ALP included only respondents 40 years of age and older, but since November 2006, the ALP has included respondents 18 years of age and older.

### University of Michigan Phone Panel Cohort

The second cohort, the University of Michigan Phone Sample, comprises respondents who were recruited in the same MS surveys as the MS internet panel, but were first assigned to a phone panel, which was part of a study comparing Internet with CATI. They were invited to join the panel after that study had been completed. Thus, the sampling and recruitment of this cohort is the same as for the MS Internet cohort, but after recruitment they split for the duration of the initial project and then were recombined.

### Stanford Panel Cohort

After August 2008, the ALP no longer received new respondents from the University of Michigan. Instead, in the fall of 2009 participants in the Face-to-Face Recruited Internet Survey Platform (FFRISP) were invited to join the ALP at the conclusion of the FFRISP panel. The FFRISP was an NSF-funded panel of Stanford University and Abt SRBI. Respondents were sampled from June to October 2008 in a multi-stage procedure based on address lists. More details of sampling are in Sakshaugh et al. (2009). The target population consisted of individuals 18 years or older who resided in a household in the 48 contiguous states or the District of Columbia and who were reportedly comfortable speaking and reading English. The sample was representative of this population.

Respondents were recruited in a face-to-face interview. They were offered a laptop (worth $500) and a broadband internet subscription, or $200 upfront and $25 per month (for 12 months) if they already had a computer and internet access. Additionally, they were paid $5 per monthly survey. The FFRISP recruited 1,000 respondents from a gross sample of 2,554 addresses that were not known to be ineligible. The panel was terminated after September 2009, but participants were offered to join the ALP under the same conditions (laptop, high speed internet, monetary compensation).

As noted, the recruitment strategy of FFRISP included a generous incentive, offering a free laptop to all households worth $500, high speed internet to households who did not have it (either by wireless card or DSL), and a cash incentive for participation in monthly surveys. Sometimes the generosity of the incentive was a source of refusal. Often, though, initial contact resulted in an unspecified refusal, without the interviewers having a chance to explain the study. Some examples of groups of people who refused include the elderly (7% of refusals), technophobes (14% of refusals), and skeptics (4% of refusals).

Respondents who did agree to join the American Life Panel form the Stanford cohort, or National Survey Project cohort. RAND renewed their laptop warranties and continues to pay for internet subscriptions as long as cohort members remain active in the ALP.

### Snowball Cohort

A subset of respondents has been recruited through a so-called snowball sample, making up the Snowball cohort. ALP respondents were given the opportunity to suggest family members, friends, or acquaintances who might also want to participate. RAND then contacted those referrals and invited them to participate. Because this "snowball" sample is not randomly selected or representative of U.S. residents, it is used mainly for testing surveys during piloting. Since May 2009 no new snowball respondents have been allowed to join the ALP. It is not possible to calculate a response rate for the Snowball Cohort, since this group does not represent a proper sample. **The Snowball Cohort is mainly used for pretests and small experiments and will not be part of the sample for the current study**.

### Mailing and Phone Cohorts

As part of an experiment we recruited respondents from a random mail and telephone sample using the Dillman method. This experiment was initiated in 2010. **These are small cohorts (30 and 13 observations, respectively) and will not be part of the sample for the current study.**

### Vulnerable Population Cohort

We are currently expanding the American Life Panel with panel members drawn from vulnerable groups and minorities. This addition will include a subsample for whom the interview language will be Spanish. We expect the expansion to be complete by the end of March 2012 ,The sample from which the panel members are recruited is address based; zip codes were chosen with a high percentage of Hispanics or with a high percentage of households with relatively low incomes. Potential panel members were first sent announcement letters. This was followed up with a paper survey in the mail (including a prepaid incentive). In this mail survey, households could express interest in becoming part of the ALP, or refuse to enter the ALP. We then attempted to contact households that did not respond to the paper survey within three weeks by phone. Again, during the phone interview, respondents were able to express interest in joining the ALP or refusing to join.

### Respondent Driven Sampling (RDS) Cohort

Respondent driven sampling (RDS) is a technique to sample populations through social networks ([Heckathorn, 1997](#_ENREF_33), [2002](#_ENREF_34), [2007](#_ENREF_35)). Each respondent recruits a fixed number of friends in the target population who in turn become the next generation of respondents. A crucial difference with snowball sampling is that the size of a respondent’s social network must be known and that the individuals in the social network who are asked to join are a random selection from the network. Once sample equilibrium has been reached, sample proportions for a given variable of interest no longer change. Sample proportions in equilibrium are biased, however, because respondents with a greater social network are overrepresented. One can correct for this bias to derive unbiased population estimates ([Heckathorn 2002](#_ENREF_34)). **This is a small experimental cohort and will be excluded from the sample for the current project.**

### B.1.b Experiment sampling methods

The experimental population is the same as the survey population above.

## B.2. Procedures for the Collection of Information

### B.2.a. Statistical methodology for stratification and sample selection

#### B.2.a.1. Household survey sample selection

For this study, we will administer the survey to the respondents in the American Life Panel who belong to the following cohorts: University of Michigan internet panel cohort; University of Michigan phone panel cohort; Stanford Panel cohort; Vulnerable Population cohort. We will only invite the original panel members and not the additional household members.

#### B.2.a.2. Experiment stratification and sample selection

For this study, we will treat all original panel members from the University of Michigan internet and phone panel cohorts, the Stanford Panel cohort, and the Vulnerable Population cohort in the American Life Panel as experimental subjects, which is the same selection as in the survey component in section B.2.a.1.

### B.2.b. Data collection procedures

Respondents in the panel either use their own computer to log on to the Internet or they were provided a laptop with built in wireless, or a Web TV (<http://www.webtv.com/pc/>) that allows them to access the Internet, using their television and a telephone line.

About twice a month respondents receive an email with a request to visit the ALP URL and fill out questionnaires on the Internet. Typically an interview will not take more than 30 minutes. Respondents are paid an incentive of about $20 per thirty minutes of interviewing (and proportionately less if an interview is shorter). Most respondents respond within one week and the vast majority within three weeks. To further increase response rates, reminders are sent each week. For any given project, survey authors can receive data in real time during the field period so that one can start preliminary analysis before the field period has ended.

The incentives are in line with other main social science surveys, like the Panel Study of Income Dynamics ($60 per 77 minute interview) and the Health and Retirement Study ($50 per 121 minute interview). Providing incentives in panels is best practice and there is ample evidence that this helps in limiting attrition (see e.g., Göritz, 2006; Millar and Dillman, 2011). Moreover, the evidence suggests incentives have a positive effect on representativeness and data quality (see, e.g., Mack et al., 1998). Singer and Kulka (2002) present evidence suggesting the use of incentives in panel studies can be quite effective in reducing subsequent attrition. Limiting attrition both improves representativeness (e.g. Michaud et al., 2011) and reduces the added cost of sample recruitment. There is evidence that Internet response rates are increased by using incentives.

Focus group participants will be recruited through focus group vendors that maintain databases of names of individuals that have previously identified themselves as being willing to participate in future focus groups. Focus group participants will receive a $100 incentive fee to participate in the hour and a half discussion, which is a standard incentive fee for a focus group of this length in a metropolitan area.

## B.3. Methods to Maximize Response Rates and Deal with Nonresponse

As noted above, participants are paid for their time. Once in the ALP, participants tend to remain indefinitely, which is reflected in relatively low attrition rates. It should be noted that panel members do not always give formal notification about their intent to leave the panel. Rather, they simply stop participating in surveys over a prolonged period of time. To avoid that such members remain in the panel indefinitely, at the beginning of each year RAND attempts to contact these members to ask them whether they are still interested in participating, and if contact attempts fail, removes them from the ALP. For example, respondents who were not active in 2007, were removed from the panel in the beginning of 2008.

* Size of selected sample: Samples are drawn based on the selection criteria applicable to the survey, i.e. in relationship to the goal of the research. Only ALP panel members considered **active** at the time of the survey are selected. A member is considered to be active if s/he participated in the household information survey within one year prior to the fielding date of the survey. For example, if the survey was fielded on April 15, 2009, then a member is considered to be active if s/he responded to the household information survey in the period April 15, 2008 - April 14, 2009. If s/he did not respond to the household information survey in that period, s/he is considered to be **inactive** at the time of the survey and is not part of the selected sample.

 Most respondents tend to respond within one week of the date the survey went into the field. Almost all respondents do so within three weeks. To further maximize response, the survey is kept in the field longer and/or additional reminders are sent.

## B.3.a. Panel Attrition and Response Rates

To give an indication of typical response rates in the ALP, we computed the average response rate for all surveys conducted in 2011. For these computations, we follow AAPOR (2011) and Callegaro and DiSogra (2008). We compute cumulative response rates as the product of the following three factors:

* Recruitment rate (RECR), which is the fraction of individuals selected for inclusion in the panel who were recruited into the panel.
* Retention rate (RETR), which is the fraction of recruited individuals who were still panel members at any time during 2011.
* Completion rate (COMR), which is the fraction of invitations for participating in a survey in 2011 that resulted in a complete or partial interview.

Below, we provide more detailed definitions. AAPOR and Callegaro and DiSogra also define a *profile rate* (PROR), which is the fraction of recruits who complete an initial profile survey, consisting typically of basic demographics (the household information survey mentioned above). We have not computed separate rates for this, so this is included in the retention rate in our computations.

For this study, we will only select respondents from the large cohorts that were obtained from well-defined probability samples: the University of Michigan's Survey of Consumer Attitudes (SCA), Stanford University's National Survey Project (FFRISP), and Vulnerable Populations. We will only use original panel members and not added household members. The latter are a fairly small group and omitting them avoids complications in the computations of response rates, standard errors, and design effects. Furthermore, because the MS Internet and MS CATI subsamples were drawn from the same source, we combine them for the purpose of computing response rates.

Table B.1 summarizes the results. It shows that overall we have a recruitment rate of 22%, a retention rate of 72%, and a completion rate of 79%, resulting in a cumulative response rate of 12.5%. This is twice as high as the example given in Callegaro & DiSogra (2008). Note that the retention rate differs greatly between cohorts, which is due to the variation in the time when the samples were initially recruited. For the Michigan samples, the earliest members were recruited in 2002, whereas the Vulnerable Populations have been recruited very recently, and in fact recruitment for these is still ongoing.

**Table B.1:** Summary of response rates in 2011 (%).

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | recruitment | retention | completion | cumulative response |
|  | rate (RECR) | rate (RETR) | rate (COMR) | rate (CUMRR2) |
| MS Internet + MS CATI | 18.4 | 45.8 | 78.3 | 6.6 |
| National Survey Project | 23.9 | 98.9 | 80.8 | 19.1 |
| Vulnerable Population | 28.9 | 100.0 | 78.6 | 22.7 |
| Total | 22.1 | 72.1 | 78.6 | 12.5 |

*Note.* As explained in the text, some of these numbers are based on assumptions, and not only straightforward computations.

It is important to put this response rate in perspective. Some studies have been carried out to compare the quality of results based on probability internet panels with similar response rates as the ALP to population representative telephone surveys and convenience Internet surveys (which typically have much larger numbers of respondents, but unknown response probabilities). Chang and Krosnick (2009) simultaneously administered the same questionnaire (on politics) to an RDD (random digit dialing) telephone sample, an Internet probability sample, and a non-probability sample of volunteers who do Internet surveys for money. They found that the telephone sample had most random measurement error, while the non-probability sample had the least. At the same time, the latter sample exhibited most bias (also after reweighting), so that it produced the most accurate self-reports from the most biased sample. The probability Internet sample exhibited more random measurement error than the non-probability sample (but less than the telephone sample) and less bias than the non-probability Internet sample. On balance, the probability Internet sample produced the most accurate results. Yeager et al. (2009) conducted a follow-up study comparing one probability Internet sample, one RDD telephone sample, and seven non-probability Internet samples and a wider array of outcomes. Their conclusions are the same: Both the telephone sample and the probability Internet sample showed the least bias; reweighting the non-probability samples did not help (for some outcomes, the bias gets worse; for others, better). They also found that response rates do not appear critical for bias. Even with relatively low response rates, the probability samples yielded unbiased estimates. It is not clear a priori why non-probability samples do so much worse. As they note, it appears that there are some fundamental differences between Internet users and non-Internet users that cannot be redressed by reweighting. Indeed, Couper et al. (2007) and Schonlau et al. (2009) show weighting and matching do not eliminate differences between estimates based on samples of respondents with and without Internet access. Several other studies point at equally mixed results, including Vehovar et al. (1999); Duffy et al., (2005); Malhotra and Krosnick (2007), Taylor (2000), Loosveldt and Sonck (2008). Of course a distinguishing characteristic of the ALP is that it provides Internet access to respondents who did not have it before joining the study.

The computation of the recruitment rates in the ALP varies greatly between the various cohorts, because of their different backgrounds. Therefore, we discuss each of these separately, and then discuss retention rates and completion rates.

*University of Michigan (MS Internet and MS CATI)*

Recruitment of panel members through the University of Michigan's Survey of Consumer Attitudes (SCA) proceeded through several stages. Stage 1 is the initial (first round) SCA interview. Stage 2 is the 6-month follow-up interview in the SCA. In this follow-up interview, age-eligible respondents were asked permission to refer them to RAND, so stage 3 is referral to RAND. Referred individuals were then entered into RAND's database and given an individual identifier. We define recruitment as the result of these three stages. Once recruited, individuals could ask to be removed from the panel at any time (including immediately after recruitment), or they could be removed from the panel by RAND due to inactivity for more than a (calendar) year. If not removed before 2011, they are considered to be part of the panel in 2011, which defines the retention rate.

We have been unable to obtain detailed information from the University of Michigan about response rates, age distributions, and permission rates, so for this document we have used a combination of the available information and assumptions (appropriately noted) to compute recruitment rates for the Michigan subsample. We base our computations on the AAPOR RR2 definition:

 

where *I* is the number of complete interviews, *P* is the number of partial interviews, *R* is the number of refusals, *NC* is the number of non-contacts, *O* is "other", and *UH* and *UO* denote cases in which it is unknown whether the selected unit (telephone number for the SCA) is an eligible unit, that is, whether it is a residential landline telephone number.

Let *N*1 be the number of telephone numbers selected for a first-round interview in a given month. The SCA contains 300 first-round interviews per month, and thus the AAPOR RR2 first-round response rate *p*1 = 300/*N*1. The SCA contains 200 second-round interviews per month, and thus the AAPOR RR2 cumulative response rate for the second-round interviews is *p*1 *p*2, where *p*2 = 200/300 = 66.7% is the conditional second-round response rate, given a first-round response. The combined response rate of the SCA is then the number of interviews in a month (500) divided by the number of originally selected phone numbers for this sample (first-round plus second round; 2 *N*1). Thus, 2 *N*1 = 500/RR2. From Dixon and Tucker (2010, Figure 19.1), we obtain the SCA RR2 = 57%, 54%, 52% in 2002, 2004, and 2006, respectively. We interpolate and extrapolate this to obtain RR2 = 55.5%, 53%, 51%, 50% in 2003, 2005, 2007, and 2008, respectively, from which we obtain *N*1 for each month the ALP received referrals from the University of Michigan.

Let *p*3 be the fraction of second-round respondents who are age-eligible for the ALP. Since November 2006, the ALP includes respondents 18 and over, which is the same age restriction as the SCA, so *p*3 = 100%. Before November 2006, the ALP only recruited individuals 40 and over. We obtain the number of individuals 40 and over as a fraction of the number of individuals 18 and over from population estimates from the US Census Bureau (US Census Bureau, 2011), and use this as our estimate of *p*3 before November 2006. Let *p*4 be the referral rate, that is, the fraction of individuals asked for permission who were referred to RAND. Then the number of referrals received by RAND (number of recruits) in a given month is *N*4 = *N*1 *p*1 *p*2 *p*3 *p*4. The number of recruits *N*4 is observed in our records and with the estimated *N*1, *p*1, *p*2, and *p*3 as above, we can solve for *p*4. Because *p*3 refers to a selection based on eligibility and not nonresponse, the recruitment rate is RECR = *p*1 *p*2 *p*4. We assume that the various probabilities are constant within a year and the same for individuals aged 18-39 and age 40 and over We compute these numbers per year, rather than on a monthly basis, because the monthly numbers are more subject to random variation. In 2006, the age 40 restriction was imposed for 10 months, and lifted in November, and thus we compute *p*3 as (10/12) \* *F* + (2/12) \* 1, where *F* is the fraction of individuals age 40 and older among the number of individuals 18 and over.

Summarizing, and aggregating to the annual level, we compute the various components as follows:

 

The results are given in Table B.2. An overall recruitment rate can be computed by weighting the recruitment rates for the separate years by the corresponding numbers of selected households. The number of selected households, accounting for age-ineligibility in earlier years, is *W* = *N*4 / RECR. This is naturally equal to *N*1 for the years in which all SCA respondents were eligible for the ALP (2007 and 2008), but it is less by the eligibility-adjustment factor *p*3 in 2002-2006. Attaching a *t* subscript for the year, the combined recruitment rate is

 .

The resulting combined recruitment rate for the MS cohorts is 18.4%.

**Table B.2:** Computation of recruitment rates for the Michigan sample.

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| year | SCA RR2 (%) | F | N4 | No. months 40+ elig. | No. months18+ elig | SCA no. interviews | N1 | p1 (%) | p2 (%) | p3 (%) | p4 (%) | RECR (%) |
| 1st rnd | 2nd rnd |
| 2002 | 57.0 |  58.3  | 484 | 12 | 0 | 3600 | 2400 | 5263 | 68.4 | 66.7 |  58.3  |  34.6  |  15.8  |
| 2003 | 55.5 |  58.8  | 603 | 12 | 0 | 3600 | 2400 | 5405 | 66.6 | 66.7 |  58.8  |  42.7  |  19.0  |
| 2004 | 54.0 |  59.3  | 275 | 5 | 0 | 1500 | 1000 | 2315 | 64.8 | 66.7 |  59.3  |  46.4  |  20.0  |
| 2005 | 53.0 |  59.7  | 642 | 12 | 0 | 3600 | 2400 | 5660 | 63.6 | 66.7 |  59.7  |  44.8  |  19.0  |
| 2006 | 52.0 |  60.0  | 669 | 10 | 2 | 3600 | 2400 | 5769 | 62.4 | 66.7 |  66.6  |  41.8  |  17.4  |
| 2007 | 51.0 |  60.2  | 1120 | 0 | 12 | 3600 | 2400 | 5882 | 61.2 | 66.7 | 100.0 |  46.7  |  19.0  |
| 2008 | 50.0 |  60.3  | 762 | 0 | 8 | 2400 | 1600 | 4000 | 60.0 | 66.7 | 100.0 |  47.6  |  19.1  |

*Note.* See text for definition of N1, p1-p4, N4, and F. RECR = Recruitment rate.

*National Survey Project*

The National Survey Project cohort consists of individuals who were previously part of the Face-to-Face Recruited Internet Survey Platform (FFRISP) at Stanford University. The FFRISP had an AAPOR RR4 recruitment rate of 43% (Yeager et al., 2011). RR4 is similar to the RR2 formula given above, except that the "unknown" term (UH + UO) in the denominator is multiplied by a factor *e* that is an estimate of the fraction eligible among the unknown. The resulting panel size of the FFRISP was 1,000. RAND received 556 of these as recruits (488 in 2009, 67 in 2010, and 1 in 2011), so our recruitment rate for this cohort is RECR = 43% \* (556/1,000) = 23.9%.

*Vulnerable Populations*

Unlike the MS and National Survey Project cohorts, the Vulnerable Populations cohort is not inherited from a previous survey or panel but specifically sampled for the ALP. The number of addresses selected was 15,000, divided into three batches of 5,000 addresses each. Table B.3 shows the results of the initial brief survey that was sent to all 15,000 individuals in the sample.

**Table B.3:** ALP Vulnerable Populations supplement survey: recruiting survey results

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Sample Batch | Mail Survey | Undeliverable | Refusal by Mail | Phone follow-up sample | Refusal by Phone | Completed by Mail | Completed by Phone | Total # of completes |
| Batch 1 | 5000 | 497 (9%) | 217 (4%) | 1270 | 245 (19%) | 1310 (26%) | 229 (18%) | 1539 (31%) |
| Batch 2 | 5000 | 763 (15%) | 205 (4%) | 1337 | 326 (24%) | 1194 (24%) | 172 (13%) | 1366 (27%) |
| Batch 3 | 5000 | 790 (16%) | 183 (4%) | 1675 | 174 (10%) | 1226 (25%) | 200 (12%) | 1426 (29%) |

The numbers in parentheses in the final column are the response rates obtained as of December 15, 2011, according to the AAPOR RR1 definition. The overall response rate across the three batches is 4,331/15,000=28.9%. Analogous to our definition of recruitment rate for the other cohorts, we define this as our recruitment rate (RECR). Among respondents, 86% respond positively to the question whether they are interested in joining the panel. We are still in the process of signing up the respondents who expressed a willingness to participate in the panel; currently we have signed up 11% of the original sample, but we expect this to increase significantly. If indeed ultimately 86% join the panel, this would mean a retention rate of 86% for 2012 according to our definition of recruitment and retention. These response rates compare favorably with similar recruitment strategies elsewhere. For example, DiSogra (2010) reports a "successful" recruitment for Knowledge Networks' KnowledgePanel with an initial response rate of 14% and 75% of those becoming panel members.

*Attrition and retention rates*

The ALP records indicate whether a previously recruited individual has been removed from the panel ("dropped") and an indication of the reason why the individual was dropped. Additionally, individuals can be classified as (temporary) nonparticipants, for example, if they are traveling or moving overseas for a prolonged but (expected) finite period of time. For the current computations, we define an individual as being in the panel in a given year if the individual was recruited during or before this year, was not dropped before the start of this year, and was not a nonparticipant during this whole year. Only five individuals ever returned to the panel after being temporary nonparticipants, and these all did so within the same year or the next year after becoming nonparticipants. Thus, there are no respondents for whom we observe discontinuous panel membership as defined on an annual basis. Therefore, we can unambiguously define attrition between two consecutive panel years as being in the panel in one year and not being in the panel in the next year. This treats nonparticipants who did not return in the same or the next year as attritors. The (year to year) attrition rate is the number of individuals thus classified as attritors as a percentage of the panel size in the former year, and the cumulative attrition rate after year *t* is the fraction of individuals who were recruited in year *t* or earlier who were not in the panel after year *t*. The (cumulative) retention rate RETR is 100% minus the cumulative attrition rate.

Table B.4 shows the number of panel members in the Michigan cohorts, by panel year and recruitment year. From this table, it follows that prior to the start of the ALP in its current form, no individuals had been dropped from the panel. There were two waves in which relatively large numbers of inactive members were removed from the panel: in 2007 for members who were recruited in 2002-2006 and in 2010 for members who were recruited in 2006-2008. Cumulative attrition rates after 2011 vary from 40% to 74%. We can compute the combined cumulative retention rate analogously to the combined recruitment rate as a weighted average of the recruitment year-specific retention rates:

 ,

where for the computation of retention rates the weights are equal to the number of recruits. The result is equal to the panel size in the year following the panel year divided by the number of individuals recruited up to the panel year. Thus, the retention rate after 2010 was RETR = 2087/4555 = 45.8% and the cumulative attrition rate was 100% - RETR = 54.2%.

**Table B.4:** Panel size and attrition in the Michigan cohort.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Recruitment |  | Panel year |  |  |  |  |  |  |
|  year | No. recruits | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 |
|  |  |  |  |  |  |  |  |  |
|  |  | *Panel size* |  |  |  |  |  |  |
| 2002 | 484 | 484 | 393 | 229 | 223 | 214 | 209 | 206 |
| 2003 | 603 | 603 | 529 | 223 | 221 | 212 | 206 | 203 |
| 2004 | 275 | 275 | 259 | 74 | 73 | 73 | 72 | 72 |
| 2005 | 642 | 642 | 630 | 180 | 178 | 177 | 175 | 174 |
| 2006 | 669 | 669 | 662 | 506 | 490 | 452 | 306 | 304 |
| 2007 | 1120 | 0 | 1120 | 1095 | 1070 | 1029 | 665 | 657 |
| 2008 | 762 | 0 | 0 | 762 | 733 | 712 | 454 | 452 |
| Total | 4555 | 2673 | 3593 | 3069 | 2988 | 2869 | 2087 | 2068 |
|  |  |  |  |  |  |  |  |  |
|  |  | *Attrition rate (after the panel year, %)* |  |
| 2002 |  | 18.8 | 41.7 | 2.6 | 4.0 | 2.3 | 1.4 |  |
| 2003 |  | 12.3 | 57.8 | 0.9 | 4.1 | 2.8 | 1.5 |  |
| 2004 |  | 5.8 | 71.4 | 1.4 | 0.0 | 1.4 | 0.0 |  |
| 2005 |  | 1.9 | 71.4 | 1.1 | 0.6 | 1.1 | 0.6 |  |
| 2006 |  | 1.0 | 23.6 | 3.2 | 7.8 | 32.3 | 0.7 |  |
| 2007 |  |  | 2.2 | 2.3 | 3.8 | 35.4 | 1.2 |  |
| 2008 |  |  |  | 3.8 | 2.9 | 36.2 | 0.4 |  |
|  |  |  |  |  |  |  |  |  |
|  |  | *Cumulative attrition rate (after the panel year, %)* |  |
| 2002 |  | 18.8 | 52.7 | 53.9 | 55.8 | 56.8 | 57.4 |  |
| 2003 |  | 12.3 | 63.0 | 63.3 | 64.8 | 65.8 | 66.3 |  |
| 2004 |  | 5.8 | 73.1 | 73.5 | 73.5 | 73.8 | 73.8 |  |
| 2005 |  | 1.9 | 72.0 | 72.3 | 72.4 | 72.7 | 72.9 |  |
| 2006 |  | 1.0 | 24.4 | 26.8 | 32.4 | 54.3 | 54.6 |  |
| 2007 |  |  | 2.2 | 4.5 | 8.1 | 40.6 | 41.3 |  |
| 2008 |  |  |  | 3.8 | 6.6 | 40.4 | 40.7 |  |
| Total |  | 7.5 | 39.2 | 34.4 | 37.0 | 54.2 | 54.6 |  |

The National Survey Project cohort was recruited in 2009-2011. There was no attrition between 2009 and 2010. After 2010, 3 of the 488 individuals recruited in 2009 and 3 of the 67 individuals recruited in 2010 were removed from the panel, resulting in attrition rates of 0.6% and 4.5%, respectively, and a combined attrition rate of 1.1% and a RETR of 98.9%. Another 15 individuals from the 2009 recruits and none from 2010 and 2011 left the panel after 2011, resulting in attrition rates of 3.1%, 0%, and 0%, respectively. The cumulative attrition rates after 2011 were 3.7%, 4.5%, and 0%. The combined attrition rate after 2011 is 3.8% and the RETR is 96.2%.

Recruitment for the Vulnerable Populations cohort started in 2011, so there has not been any attrition before 2011. Of the 3759 individuals who were entered into the panel in 2011, 73 (1.9%) were removed during or after 2011. Note, however, that entering these individuals had not been completed yet by the end of 2011 (e.g., 265 additional individuals have been entered between January 1 and January 25, 2012). As indicated in the section on recruitment, 4331 individuals were recruited and 86% of these expressed interest in joining the panel, which would imply an attrition rate (as defined here) of 14% after 2011.

Table B.5 shows the reasons for attrition. It follows that the vast majority of "attritors" are individuals who signed up for the panel but never actually participated and once active, individuals are much less likely to leave the panel. Note that "ineligible" and "died" should generally not be considered attrition. Rather, these individuals should be removed from both the numerator and the denominator of the attrition rates. Given their small numbers, the computed rates are not noticeably affected by their inclusion.

**Table B.5:** Reasons for attrition.

|  |  |  |
| --- | --- | --- |
| Reason | Number | Percent |
| Ineligible for the panel | 13 | 0.5 |
| Died | 44 | 1.7 |
| Unable to (re)contact | 167 | 6.4 |
| Never participated | 1997 | 76.6 |
| Problems with computer/internet/WebTV | 51 | 2.0 |
| Health/cognition/claims too old | 29 | 1.1 |
| No time/busy | 33 | 1.3 |
| Other | 272 | 10.4 |
| Total | 2606 | 100.0 |

*Completion rates*

For every survey, a number of panel members are invited by email to participate in the survey. Generally, due to survey-specific eligibility criteria or budget reasons, not all panel members are invited for a survey. Callegaro and DiSogra (2008) and AAPOR (2011) define the completion rate (COMR) of a survey as the number of panel members who delivered a complete (I) or partial (P) interview, divided by the number of panel members who were invited to participate in the survey. AAPOR (2011) also mentions break-offs and includes a discussion of rules of thumb of how one might define complete, partial, and break-off. In ALP surveys, almost all panel members who start a survey also finish it, and item nonresponse is very low, so the computation of completion rates is insensitive to alternative definitions. For the current computations, we define a partial interview as one that was started (variable tsstart is a valid date/time stamp) but not finished (tsend is missing) and a complete interview as one that was finished (tsend is a valid date/time stamp), and a nonresponse as an individual who was invited to participate in the survey but did not start the survey (tsstart is missing). We do not make a distinction between break-offs and partial interviews.

We computed completion rates for all surveys that were both opened and closed in 2011 (the field dates were completely within 2011). The surveys included are 162, 164, 165, 167, 169, 171, 173, 174, 175, 176, 177, 178, 179, 180, 182, 185, 188, 189, 190, 194, 197, 198, 199, 200, 211, 213, 217, 219, 220, 221, 225, and 231. See https://mmicdata.rand.org/alp/index.php/Data for the list of ALP surveys. Table B.6 gives a summary of the results. The number of partial interviews is 1% of the number of invites, which confirms the minor role played by partial interviews. The completion rates are approximately 80% taken over all surveys. (There is considerable variation across surveys, though.)

**Table B.6:** Completion rates in 2011.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  | completion |
|  |  | invited | nonresp | partial (P) | complete (I) | rate (COMR) |
| MS Internet + MS CATI | N | 36,529 | 7,945 | 353 | 28,231 |  |
|  | % | 100.0 | 21.7 | 1.0 | 77.3 | 78.3 |
| National Survey Project | N | 5,236 | 1,007 | 53 | 4,176 |  |
|  | % | 100.0 | 19.2 | 1.0 | 79.8 | 80.8 |
| Total | N | 41,765 | 8,952 | 406 | 32,407 |  |
|  | % | 100.0 | 21.4 | 1.0 | 77.6 | 78.6 |

The Vulnerable Population cohort was signed up in 2011 (and 2012) and thus many of these members have not completed their first survey yet. Some have been invited already, and their completion rates are about 30%, but we believe that this low number is due to them not being used to the system yet and not a reliable indication of likely response rates in 2012 and later. We will spend considerable efforts in activating these panel members and we expect their completion rates to be similar to the completion rates of the other cohorts. Thus, in the computation of the cumulative response rates, we assume the average 78.6% completion rate of the other cohorts applies to the Vulnerable Population cohort.

*Combining the rates of the different cohorts*

Recruitment rates, retention rates, and completion rates of the different cohorts are combined analogously to the way the different recruitment years were combined, that is, by weighting the cohort-specific rates by their sizes. Here, the "size" is the denominator for the relevant rate. For the recruitment rates, this is the number of addresses or telephone numbers selected; for the retention rates, it is the number of individuals who were recruited; and for the completion rates, it is the number of invitations to participate in a survey. The results were given in Table B.1 above.

*Sample Size*

As mentioned above, the ALP pool contains roughly 4,500 respondents. After excluding the Snowball cohort, the Mailing and Phone Experiment cohorts, and the RDS cohort, we are left with about 3,600 panel members. Based on the previous discussion, we assume a completion rate of 80%. Accordingly, the expected sample size for the project will be 2,900 individuals.

## B.4. Tests of Procedures or Methods to be undertaken

### Sample Weights

As for most microeconomic surveys based on random sampling, the composition of the ALP sample does not necessarily match the one of the reference population. Hence, sample weights are needed to derive population estimates. RAND constructs such weights to allow for generalization to the population it intends to represent.

The reference population for the entire ALP consists of individuals aged 18 and older, who are not in the Armed Forces or institutionalized. The weighting procedure adopted by RAND, however, allows targeting specific sub-populations depending on the sample selection criteria of distinct surveys (e.g. the population of persons in a certain age bracket).

The benchmark distributions against which ALP surveys are weighted are derived from the Current Population Survey (CPS) Annual Social and Economic Supplement (administered in March of each year). This choice follows common practice in other social science surveys, such as for instance, the Health and Retirement Study (HRS).

Three weighting methods have been implemented for the ALP: cell-based post stratification, logistic regression, and raking. After experimentation over time, raking has been found to give the best results among these different methods. It allows finer categorizations of variables of interest (in particular, age and income) than cell-based post-stratification does, while still matching benchmark distributions of such variables exactly.

The weighting procedure consists of two steps. In the first one, individual demographics from the CPS are mapped onto those available in the ALP and selected weighting variables are recoded into strata (or categories). Such re-categorization, which applies to both CPS and ALP variables, is required particularly when weighting variables are continuous (e.g., income) or take values in a finite, but relatively large set (e.g., age).. In the second step, the raking algorithm is implemented and sample weights are generated by matching the proportions of pre-defined strata in the ALP to those in the CPS. More precisely, the weighting algorithm is performed on the following set of two-way marginals:

* **Gender** ×**Age**

with twelve categories: (1) male, 18-30; (2) male, 31-40; (3) male, 41-50; (4) male, 51-60; (5) male, 61-74; (6) male, 75+; (7) female, 18-30; (8) female, 31-40; (9) female, 41-50; (10) female, 51-60; (11) female, 61-74; (12) female, 75+.

* **Gender × Ethnicity**

with six categories: (1) male, non-Hispanic White; (2) male, non-Hispanic African American; (3) male, Hispanic or Other; (4) female, non-Hispanic White; (5) female, non-Hispanic African American; (6) female, Hispanic or Other.

* **Gender** × **Education**

with six categories: (1) male, high school or less; (2) male, some college or a bachelor’s degree; (3) male, more than a bachelor’s degree; (4) female, high school or less; (5) female, some college or a bachelor’s degree; (6) female, more than a bachelor’s degree.

* **Gender** × **Household Income**

with eight categories: (1) male, <$35,000; (2) male, $35,000-$59,999; (3) male, $60,000-$99,999; (4) male, $100,000+; (5) female, <$35,000; (6) female, $35,000-$59,999; (7) female, $60,000-$99,999; (8) female, $100,000+.

* **Household Income** × **Number of Household Members**

with six categories: (1) single, <$60,000; (2) single, $60,000+; (3) couple, <$60,000; (4) couple, $60,000+; (5) 3+ members, <$60,000; (6) 3+ members, $60,000+.

The above strata are defined such that none of them contains less than 5% of the ALP sample. This rule of thumb is commonly adopted (DeBell and Krosnick, 2009) in poststratification weighting. It aims at preventing very small cell sizes and, therefore, extremely high weights.

While sample weights are necessary to correctly infer population parameters, their use requires estimation techniques that take design effects into account and adjust variance estimates accordingly. This is a crucial step to enable valid statistical inference. The design effect (*deff*) measures the extent to which the sampling design (as described by the sample weights) influences the computation of any statistic of interest. It is defined as the ratio of the variance of the statistic from the weighted sample (under complex survey design) to the variance of the statistic from an equally weighted sample (under simple random sample) with the same number of observations. A design effect greater than 1 indicates that the use of sample weights decreases the precision of estimates compared to an equally weighted sample. In this case, standard formulas for the variance of estimates should be appropriately amended. Suppose, for instance, that we are interested in the population mean of a variable *x*. After computing the weighted sample average, $\overbar{x}$, a 95% confidence interval for the population mean of *x* will be given by:

$\overbar{x}\pm 1.96 × SE\left(\overbar{x}\right) × \sqrt{deff}$,

where $SE\left(\overbar{x}\right)$ is the standard error of $\overbar{x}$. Analogous formulas apply to other estimators, such as regression coefficients.

We will run our statistical analyses using Stata, software capable of correcting variance estimates for design effects. In Table B.7, we present mean estimates and corresponding design effects for a number of individual demographics. We compare estimated quantities across different samples: the 2011 CPS sample of individuals aged 18 and older, the entire ALP sample, and the reference sample for this project (excluding Snowball, Mail and Phone, and RDS cohorts from the ALP sample as well as Added Members).

The results show that weighted sample means in the ALP are in line with their CPS counterparts. Moreover, the increase in the variance introduced by sample weights, as measured by the design effect, appear modest.

Sample means will be, together with regression coefficients, the type of estimates we will generalize to the national level. The results in Table B.7 can be used to determine the extent to which the margin of error will be affected by the design effect. For our statistical analysis, we will follow the common practice of setting the reference level of significance for hypothesis tests at 5%. This represents the probability of rejecting the null hypothesis when it is indeed true. Suppose we are interested in the average age of the population. Using our reference sample, we obtain an estimate of 46.72 and a standard error of 0.453 (see Table B.7). These numbers give the following 95% confidence interval [45.83, 47.60]. The 95% confidence interval appropriately adjusted to account for the design effect is [45.33, 48.10], which is only marginally wider. As it can be seen from Table B.7, the estimate of average age has a relatively high standard error and design effect. Even in this case, which we chose deliberately for illustrative purposes, the impact of the sample design on the margin of error is rather modest. We expect the impact of the sample design on the margin of error to be around or below this order of magnitude when conducting statistical inference for the proposed investigation.

**Table B.7:** Estimated Means and Design Effects

|  |
| --- |
| **Gender: Male (1), Female (0)** |
|  | Min | Max | Mean | Std. Err. | Deff |
| CPS | 0 | 1 | 0.48 | 0.0018 | 1.28 |
| ALP Sample | 0 | 1 | 0.48 | 0.0094 | 1.60 |
| Ref. Sample | 0 | 1 | 0.48 | 0.0123 | 1.99 |
| **Ethnicity: White (1), Non-White (0)** |
|  | Min | Max | Mean | Std. Err. | Deff |
| CPS | 0 | 1 | 0.68 | 0.0017 | 1.34 |
| ALP Sample | 0 | 1 | 0.68 | 0.0089 | 1.62 |
| Ref. Sample | 0 | 1 | 0.68 | 0.0115 | 1.99 |
| **Age (years)\*** |
|  | Min | Max | Mean | Std. Err. | Deff |
| CPS | 18 | 85 | 46.33 | 0.063 | 1.29 |
| ALP Sample | 18 | 85 | 46.63 | 0.348 | 1.91 |
| Ref. Sample | 18 | 85 | 46.72 | 0.453 | 2.42 |
| **Education (categories)\*\*** |
|  | Min | Max | Mean | Std. Err. | Deff |
| CPS | 1 | 16 | 10.17 | 0.0098 | 1.29 |
| ALP Sample | 1 | 16 | 10.42 | 0.0440 | 1.51 |
| Ref. Sample | 1 | 16 | 10.47 | 0.0564 | 1.78 |
| **Household Income (categories)\*\*\*** |
|  | Min | Max | Mean | Std. Err. | Deff |
| CPS | 1 | 15 | 10.54 | 0.014 | 1.29 |
| ALP Sample | 1 | 15 | 10.39 | 0.080 | 1.69 |
| Ref. Sample | 1 | 15 | 10.37 | 0.107 | 2.14 |

Note:

\*Top-coded to match the CPS. Specifically, 80 means 80-84 and 85 means 85+.

\*\*Education categories Less than 1st grade, 1;1st,2nd,3rd,or 4th grade, 2; 5th or 6th grade, 3; 7th or 8th grade, 4; 9th grade, 5; 10th grade, 6; 11th grade, 7; 12th grade NO DIPLOMA, 8; High school DIPLOMA or the equivalent (For example: GED), 9; Some college but no degree, 10; Associate degree in college Occupational/vocational program, 11; Associate degree in college Academic program, 12 ; Bachelor's degree (For example: BA,AB,BS), 13; Master's degree (For example: MA,MS,MEng,MEd,MSW,MBA), 14; Professional School Degree (For example: MD,DDS,DVM,LLB,JD), 15 Doctorate degree (For example: PhD,EdD), 16.

\*\*\*Income categories: Less than $5,000, 1; $5,000 to $7,499, 2; $7,500 to $9,999, 3; $10,000 to $12,499, 4; $12,500 to $14,999, 5;$15,000 to $19,999, 6;$20,000 to $24,999, 7;$25,000 to $29,999, 8;$30,000 to $34,999, 9;$35,000 to $39,999, 10;$40,000 to $49,999, 11;$50,000 to $59,999, 12;$60,000 to $74,999, 13;$75,000 to $99,999, 14;$100,000 or more, 15

In Tables B.8 and B.9, we assess the extent to which sample weights correct for over- or under-representation of strata by comparing weighted distributions in the reference sample with those in the CPS. For this purpose, we form strata by interacting gender, age, working status, and income. The chosen combinations are different from those used to generate sample weights because they feature 1) working status (which is not used in the weighting procedure) and 2) age and income categories based on the quartiles of the 2011 CPS age and income distributions, respectively. This approach should increase the power of the test. The results show a satisfactory alignment of the proportions across strata, once sample weights are applied.

**Table B.8:** Gender x Working Status x Income Distribution: CPS vs. Weighted Reference Sample

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Stratum** | **Gender** | **Working Status** | **Income Bracket** | **CPS** | **Ref. Sample (unweighted)** | **Ref. Sample (weighted)** |
| 1 | Male | Working | Less than $30,000 | 5.79 | 3.92 | 6.11 |
| 2 | Female | Working | Less than $30,000 | 5.68 | 7.91 | 6.03 |
| 3 | Male | Not Working | Less than $30,000 | 7.67 | 6.81 | 8.21 |
| 4 | Female | Not Working | Less than $30,000 | 10.70 | 11.65 | 10.5 |
| 5 | Male | Working | $30,000-$59,999 | 8.96 | 7.42 | 8.56 |
| 6 | Female | Working | $30,000-$59,999 | 8.24 | 11.53 | 8.13 |
| 7 | Male | Not Working | $30,000-$59,999 | 5.31 | 4.54 | 4.85 |
| 8 | Female | Not Working | $30,000-$59,999 | 6.78 | 6.71 | 6.74 |
| 9 | Male | Working | $60,000-$99,999 | 8.35 | 7.39 | 9.12 |
| 10 | Female | Working | $60,000-$99,999 | 7.35 | 8.74 | 7.74 |
| 11 | Male | Not Working | $60,000-$99,999 | 2.85 | 2.58 | 2.08 |
| 12 | Female | Not Working | $60,000-$99,999 | 3.72 | 3.46 | 3.33 |
| 13 | Male | Working | $100,000+ | 7.66 | 6.68 | 8.16 |
| 14 | Female | Working | $100,000+ | 6.25 | 6.68 | 6.30 |
| 15 | Male | Not Working | $100,000+ | 1.82 | 1.59 | 1.33 |
| 16 | Female | Not Working | $100,000+ | 2.87 | 2.39 | 2.83 |

 In columns 5-7 we report the fraction of individuals in each stratum.

**Table B.9:** Gender x Working Status x Age Distribution: CPS vs. Weighted Reference Sample

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Stratum** | **Gender** | **Working Status** | **Age Group** | **CPS** | **Ref. Sample (unweighted)** | **Ref. Sample (weighted)** |
| 1 | Male | Working | 18-32 | 8.95 | 3.49 | 10.05 |
| 2 | Female | Working | 33-44 | 8.09 | 6.68 | 7.71 |
| 3 | Male | Not Working | 45-57 | 4.78 | 1.13 | 3.38 |
| 4 | Female | Not Working | 58+ | 5.51 | 4.05 | 5.42 |
| 5 | Male | Working | 18-32 | 8.24 | 5.43 | 7.68 |
| 6 | Female | Working | 33-44 | 7.05 | 8.74 | 6.86 |
| 7 | Male | Not Working | 45-57 | 1.89 | 1.62 | 2.13 |
| 8 | Female | Not Working | 58+ | 3.32 | 3.95 | 3.29 |
| 9 | Male | Working | 18-32 | 9.05 | 10.94 | 10.29 |
| 10 | Female | Working | 33-44 | 8.42 | 13.24 | 9.20 |
| 11 | Male | Not Working | 45-57 | 2.85 | 2.94 | 2.43 |
| 12 | Female | Not Working | 58+ | 4.04 | 5.76 | 3.99 |
| 13 | Male | Working | 18-32 | 4.51 | 5.55 | 3.94 |
| 14 | Female | Working | 33-44 | 3.96 | 6.19 | 4.43 |
| 15 | Male | Not Working | 45-57 | 8.13 | 9.81 | 8.52 |
| 16 | Female | Not Working | 58+ | 11.19 | 10.45 | 10.69 |

## In columns 5-7 we report the fraction of individuals in each stratum.

**B.5. Pre-Testing**

Once the survey questionnaire has been developed, we will pre-test it using ALP respondents excluded from the reference sample. Specifically, we plan to pilot the questionnaire by administering it to 50 respondents from the Snowball cohort. There are around 550 ALP respondents belonging to this cohort. Compared to those in the reference sample, their characteristics are somewhat different. In particular, the Snowball cohort features more female respondents (63% versus 52% in the reference sample), younger (average age of 43.73 versus 46.72 in the reference sample), and slightly higher educated individuals (average education is 10.81 versus 10.37). We will appropriately choose the 50 respondents for pre-testing so as to mimic the composition of the reference sample as closely as possible. Data from the pretest will be used for quality checks, which may lead to changes in the questionnaire. Once the final questionnaire is ready, it will be fielded to the respondents in the reference sample.

## B.6. Individuals Consulted on Statistical Aspects and Individuals Collecting and/or Analyzing Data

This study is being conducted by the contractor, The RAND Corporation, under contract to the U.S. Department of Labor. The RAND Principal Investigator is Dr. Angela Hung. Ms. Noreen Clancy will oversee the collection of focus group data. Dr. Lauren Fleishman and Dr. Jeremy Burke will oversee the design and analysis of the survey and experiments.

Individuals consulted on Statistical Aspects:

Dr. Erik Meijer, Econometrician, RAND

Dr. Arie Kapteyn, Econometrician, RAND

Dr. Marco Angrisani, Quantitative Economist, RAND
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