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OF THE OCCURRENCE OF NOSOCOMIAL INFECTIONS

FRANK S. RHAME' anp WILLIAM D. SUDDERTH?

Two recent articles (1, 2) have helped
to clarify the proper usage of the terms
incidence and prevalence. However,
neither paper considered their use in
hospital epidemiology. In the analysis of
the occurrence of nosocomial infections
these terms are used somewhat differ-
ently. This paper will discuss the dif-
ferences and present their rationale. We
will then present the mathematical inter-
relationship of the prevalence rate and
incidence rate of nosocomial infection.
Finally, we will discuss the practical diffi-
culties and pitfalls in compiling these
rates and applying the interrelationship
formula.

INCIDENCE RATE

The occurrence of nosocomial infections
is most often computed by dividing the
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number of infections acquired during a
given month by the number of patients
discharged (or admitted) during that
month,

I = incidence rate of nosocomial
infections for month A

number of infections

acquired in month A

number of patients
discharged in month A

(1)

This parameter is called the infection
rate, incidence rate, or, less properly,
the incidence. Purists may object to this
usage of the word incidence on at least
three grounds. The most trivial objection
is that the numerator and denominator
do not have the same dimension. The
numerator is the number of infections;
the denominator the number of discharged
patients. On these grounds, equation 1
should be called a ratio. The reason all
infections are tallied, rather than infected
patients, is that two patients acquiring
one infection each is just as undesirable
as one patient acquiring two infections.
Furthermore, if the number of infected
patients were used, an anomaly would
arige. If a patient acquired infections in
two different months, he/she would be
counted twice. If both infections arose
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during the same month he/she would be
counted only once.

A more fundamental problem with the
statistic defined by equation 1 is that
the numerator and the denominator are
not drawn from the same population. A
patient who becomes infected in one
month may not be discharged until a sub-
sequent month. Such a patient would be
counted in the numerator and denomi-
nator of different months. A more rigorous
way to present incidence data would be
to define a cohort (e.g., patients admitted
in June) and follow them for instances of
nosocomial infection. The numerator of
equation 1 would become “instances of in-
fection among June-admitted patients.”
However, this is not the most useful sta-
tistic because outbreaks of infection are
more likely to occur at a point in time
than within an admission cohort. The
rationale for choosing total discharges as
the denominator in equation 1 is less
secure. The argument against omitting
the denominator altogether (producing a
true incidence) is that its use adjusts for
fluctuations in patient admissions and
permits interhospital comparisons. Al-
though substantial variation in the total
hospital census is uncommon, equation 1
is also used to produce ward- and service-
specific infection rates. In smaller units,
census variation is more substantial. The
interhospital comparison argument is
weak. Meaningful interhospital compari-
sons are difficult because of differences
in hospital population, surveillance
methods and definitions of infection. Al-
ternative denominators include patient-
days and average daily census (each can
be simply computed from the other using
the number of days in the survey inter-
val). Use of either does adjust for varia-
tions in census and mitigates the follow-
ing anomaly. For chronic care facilities
and services with long durations of hos-
pitalization, equation 1 produces high
rates of infection even when few infec-
tions are occurring.

The final objection to equation 1 arises
because, as used in community epi-
demiology, incidence rates have a time
unit in the denominator (3). For instance,
the current incidence rate of measles is
about 1.1 cases per 100,000 children per
month. In a steady-state hospital, the
magnitude of the nosocomial infection in-
cidence rate, as computed by equation 1,
is independent of the survey interval.
The sense of this parameter is, however,
highly analogous to a true incidence rate.
The hospital situation is approached dif-
ferently because of differences in the rela-
tive lengths of the survey interval and
the sojourn of the population-at-risk in
the at-risk status. In community epi-
demiology the survey interval is usually
shorter than the average length of time
people are susceptible to the illness. For
instance, people are at risk of developing
measles for about 10 years and survey
intervals of the incidence rate of measles
are usually one month or one year. The
incidence rate of measles per one month
is roughly half that per two months. But
how would one compute the incidence
rate of measles per century? per mil-
lennium? To be meaningful, all the peo-
ple at risk should be included in the
denominator which would then become
the number of people having lived during
the interval. In a steady-state universe,
this parameter would also become time
independent. It would be computed in the
same way as is the incidence rate defined
in equation 1. In the hospital the average
length of stay is about eight days and
survey intervals range from one month
to one year.

PREVALENCE RATE

The prevalence rate is determined at a
single point in time. The number of both
active and cured nosocomial infections
that are or have been present in patients
hospitalized on a given day is divided by
the number of patients present at the
time of the survey,
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P = prevalence rate of
nosocomial infections

number of infections (active
and cured) having occurred
in patients hospitalized at the
time of the survey
number of patients present
at the time of the survey

Both active and cured infections are in-
cluded because of the difficulty in decid-
ing the point at which an infection be-
comes cured. Some surveys have presented
the number of infected patients in the
numerator and separate data on multi-
plicity of infection. In actual practice, the
“single point in time” is usually taken
to be the interval (generally several hours)
during which the survey team visits the
ward. Since very few patients acquire a
nosocomial infection during their first
few hours of hospitalization, this comes
very close to a true point prevalence.

RELATIONSHIP BETWEEN PREVALENCE
RATE AND INCIDENCE RATE

Published surveys of the occurrence of
ndsocomial infection (4—18) have pre-
sented both the prevalence and incidence
rates (table 1). The incidence rate is more
readily conceptualized. When expressed
per 100 patients, it is slightly more (be-
cause of multiple infections in occasional
patients) than the percentage of patients
who acquire an infection during their
hospitalization. However, the prevalence
rate is often determined because it doesn’t
require the sustained effort needed to pro-
duce incidence data. Either appears ac-
ceptable in meeting accreditation require-
ments for surveillance. Since both rates
are in use and the easier to obtain is the
less desirable, a formula expressing their
interrelationship would be useful.

The relationship between P and [ is

__LA
LN - INT

where LA is the average length of stay

I1=P- (2)

of all patients, LN is the average length
of stay of patients who acquire one or
more nosocomial infections and INT is
the average interval between admission
and onset of the first nosocomial infection
for those patients who acquire one or more
nosocomial infections.

The derivation of equation 2 is preg
sented in the appendix for two stochastlg
models. For both models it is assumed
that infections occur independently s@
that the chance of one patient becomings
infected is not dependent on whether o?
not other patients get infected. To th@
extent that epidemics and clusters of m=<
fection occur, this assumption is umustl,_
fied. However, since the bulk of nosocomiaf
infections are endemic, the assumed iné
dependence seems close to the truth. Fure
thermore, the analysis done in the appeng
dix requires only such approximate inde®
pendence or sufficiently small correlatlon@
between the occurrence of infection ng
different patients. &

In the first model it is also assumedg
as a first approximation, that patients
never acquire more than one nosocomia&
infection. In the second model, whiclg
allows for multiple infections, it is as®
sumed that, for patients who suffered ag
least one infection, the probability o§
each subsequent infection does not depenc‘ﬁ
on the number of prior infections. Thab
is, after acquiring a first infection, thera
is a probability (g in the appendix) of ac-
quiring a second infection. It is assumed?q
that patients acquiring a second 1nfect10nz
have the same probability of acquiring 33
third, and so forth. This assumption 19o
unwarranted insofar as patients who haveq

contracted two infections are likely to b¢:
more susceptible to future infection than
patients who have acquired one infection.
Nevertheless, in two of the three inci-
dence studies presenting multiplicity data
(table 2), the frequencies do not deviate
greatly from what would be expected
under the assumption in question. The
deviation that is present is toward in-
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creasing likelihood of infection as more
infections occur. Some of this increase in
the occurrence of multiple infections is
probably artifactual. Incidence surveil-
lance is usually done by reviewing a sub-
set of the charts of currently hospitalized
patients. Various strategies may be used
to choose the charts of patients with in-
creased likelihood of having had a noso-
comial infection. For instance, surveil-
lance personnel may examine the charts
of patients who are febrile and/or have
had cultures obtained. This sample is
probably biased toward multiple infection
patients. Furthermore, subsequent infec-
tions are more likely to be identified by
surveillance personnel than first infec-
tions because the patient’s chart must be
carefully examined in the course of de-
termining and assessing the data bearing
on the first infection. In support of this, the
conditional frequencies are more nearly
similar for the survey of Roy et al. (4)
which involved a uniform chart review.
Otherwise, these models are very general.
Specifically, no presumptions about day-
specific infection rates are required.

In the prevalence surveys (table 2), the
assumption seems to be quite consistent
with the data partly because very few
patients were observed to acquire two in-
fections and even fewer to acquire three.
In any case, the defects in equation 2
caused by the assumption are minor.
With an I of 0.05, which is typical, the
contributions of infections after the second
are quite small.

The only additional assumption is that
the expected intervals between infections
are identical. Since fourth infections are
rare enough to be negligible, the sub-
stance of the assumption is that the av-
erage interval between the first and sec-
ond infection is the same as that between
the second and third infection. While we
know of no data bearing on this point,
we also know of no better presumption.

Examination of equation 2 allows a
more precise statement of the basis of the
generally observed greater magnitude of

the prevalence rate compared to the in-
cidence rate. Specifically, (LN — INT)
must be greater than LA. That is, the
length of time patients are hospitalized
after acquiring nosocomial infection must
be longer than the average length of
admission.

In the epidemiology of community ac-
quired disease, the relationship of inci-
dence and prevalence rates is described by

Prevalence Rate =
Incidence Rate X Duration of
Illness of Active Infection.

Equation 2, rearranged, is similar

1
P = IA (LN — INT).

P is the prevalence of both actively in-
fected and cured patients; LN — INT) is
the duration of that combined condition.
The “true” incidence rate (3) as used in
community epidemiology is analogous to
the term I/LA. For instance, in a hospital
with LA = eight days and a nosocomial
infection incidence rate of five infections
per 100 discharged patients, the “true” in-
cidence rate of nosocomial infections
would be 0.625 infections per 100 patient
days. When LA is known, data from sur-
veys using patient-day denominators may
be converted to the incidence rate defined
in equation 2.

APPLICATION WITHIN THE HOSPITAL

Both incidence and prevalence surveys
fail to identify inadequately documented
or unrecognized infections. Beyond this,
the two surveillance methods tend to ob-
tain different biased samples of the infec-
tions which can be documented by a com-
plete, post discharge chart review. Preva-
lence surveys tend to miss infections with
a greater lag between onset and documen-
tation. A patient with fever occurring on
the day before the survey who has a blood
culture drawn which does not turn posi-
tive until the day after the survey will not
be recorded as infected. They are also
biased toward patients who have longer
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than average durations of stay. Incidence
surveillance is usually carried out so that
infections can be identified soon after
they occur rather than in record rooms on
the charts of discharged patients. Gen-
erally, surveillance personnel review only
a selected portion of charts of currently
hospitalized patients. Patients are se-
lected using clues (e.g., those patients
from whom a culture is obtained) which
yield a population with a high probability
of being infected. This method generally
detects those infections which tend to pro-
duce the clues which lead to chart review.
To the extent that prevalence and inci-
dence surveys identify different biased
samples of all infected patients, equation
2 is invalid.

LA is readily available in most hospi-
tals. It is usually computed by dividing
the average daily census by the average
daily admissions. Unfortunately, this
computation produces a systematic exag-
geration of LA because most hospitals
generate an “average daily census” rather
than an “average instantaneous census.”
In the former are included all patients
hospitalized during the midnight-to-mid-
night 24-hour period, even those dis-
charged just after the day begins or ad-
mitted just before midnight. In a hospital
with a true LA of eight days, where all
admissions and discharges occur at noon
and the average daily census includes all
patients hospitalized from midnight, the
computed LA would be nine days (12.5
per cent high). This problem may be par-
tially compensated for by including all
the patients in the prevalence who are on
the ward at any time of the day of the
survey.

The average length of stay of patients
acquiring at least one nosocomial infec-
tion (LN) and their interval from admis-
sion to onset of infection (/NT') may be
closely approximated during a prevalence
survey by tallying INT and attaching to
the charts of infected patients a form to
be completed with the discharge date and
mailed to survey personnel. This method

may not be exact because the sample of
patients present may be biased toward a
longer staying subgroup of patients ac-
quiring a nosocomial infection. LN would
be artifactually higher; bias in INT in
such a sample is unknown. A more rigorous
INT and LN can be obtained by survey-
ing a cohort of patients (say, those admitted_
during several randomly selected days). £
In the future, published surveys pre-:
senting prevalence data should be accom-g
panied by the simply obtainable data—h
whlch will enable the conversion to inci-3
dence data. LN and INT should be deter-2:
mined by the methods described in the'><
previous paragraph. LA may be approx1--‘
mated from the average daily census and°
the average daily admissions for theg_,
month during which the survey was per-3
formed. Obtaining the average length of';
stay for the patients present on the day of
the survey would probably not be a good3
approximation of LA; this patient sample?
is biased toward longer staying patients. &
Note: Since the submission of this
manuscript, we have become aware of a3
paper (21) describing the relationshipc
between incidence and prevalence.
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APPENDIX: TWO STOCHASTIC MODELS FOR NOSOCOMIAL INFECTIONS IN A LARGE HOSPITAL

The epidemiologic assumptions underlying these models and the definitions of P and
I have been discussed in the main text. The simpler model is based on the presumption
that patients do not acquire more than one nosocomial infection.

Let X,, Xs,...X,, ... be random variables corresponding to the time spent in the
hospital by successive occupants of a single hospital bed. The X,’s are assumed to be
independent and have the same distribution.

Let i = the probability that the nth patient in the bed contracts an infection. (3)

i is assumed to be the same for all patients. Let Z2 be a variable corresponding to the
time spent in the hospital by the nth patient prior to the occurrence of any infection
and let Z} be the time spent by the patient after an infection occurs. Z: = 0 if patient n
is never infected.

Then X, = Z2 + Z,. 4)

Now take F'} to be the event that the nth patient does not become infected and F} to
be the event that one infection is acquired. By equation 4, the following relationship
between expected lengths of stay may be expressed

EX,|F}) = E(Z2|F) + E(Z}|FY). . (5)
Next suppose that the process corresponding to a single bed is examined after it has
been in operation for a large time ¢, and define
p = probability that the patient in the bed at time ¢ has been infected.

Then, under very mild assumptions on the distribution of X which doubtless hold in
practice, the renewal theorem (see reference 19, Theorems XI.1.1 and XI.1.2 and
Example XI. 8a) implies that

__ expected time in hospital for any patient after being infected
P expected time in hospital for any patient
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_iE(Z;|Fy)
- EX,
Solving equation 5 for E(Z}|F}), substituting in equation 6, and rearranging yields

EX,
EX.|[F} - E@2|FY -
Now assume that the hospital contains a large number of beds. By definition, P cal- o
culated at time ¢ is just the proportion of patients in the hospital who have been2

infected. Assume also that the random variables associated with different beds are=
independent or at least have small correlation. Then, by the law of large numbers,

(6)

I=p- 7D

P =p. 8
It is also true that if I is the incidence rate for a month beginning at time ¢, then
I=i. 9

To verify equation 9, calculate as follows:

_ number of infections in the given month
number of patients admitted in the given month

_ expected number of infections
expected number of patients admitted

length of the month

eIQIT YIeaH 21gnd DA e B1o°speulnolpiojxo-ale wol pape

_ EYn @
length of the month Q
EX,
_ EX, 2
= Ev,’ (10)2_0
<)

where Y, is the time of dismissal of the first infected patient and where Y, is the time 5
from the dismissal of the (m — 1)st infected patient until the time of dismissal of the 2.
mth infected patient. The successive lines in equation 10 are by definition, by the law 2

of large numbers, by the renewal theorem, and obvious (@ is the number of beds in the 3
hospital), respectively. If S is the number of patients up to and including the first to be <
infected, then S is a geometric random variable with expectationi~'. Y, can be written 3_'
in the form

=
I
!
>d
2
TTOZ ‘€Z Aenigs

By an equation due to Wald (see reference 20, Theorem 5.5.3),
EY,=(ES) (EX,) =i'EX,. 11

Because the X,’s and the Y,,’s all have the same probability distribution, equation 11

may be generalized to

EX,

EY,

i= (12)
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By equations 10 and 12, equation 9 is established. By the law of large numbers again,
the expected values in equation 7 are approximately equal to the respective average
values. Thus by equations 7, 8, and 9

LA
I=P ——
LN - INT
In the second, more complex model, patients may acquire any number of infections.
Corresponding to equation 4, there is now the equality

X, =ZS+Z)+Z2+ - - -

where Z¢ is defined as before, and, for k£ = 1, Z% is the time spent by the nth patient
from the onset of the kth infection until the onset of the 2 + 1st or dismissal from the
hospital. Z} is set equal to zero if there is no kth infection. Take FX to be the event that
the nth patient develops exactly k& infections. Generalizing equation 5, the relationship
between expected lengths of stay, given that F occurs, may be expressed

E(X,|FY) =E@Z|F%) + E@ZF%) + - - - + EZX|F%).

Now let i, = probability that any patient contracts exactly 2 infections, and p, =
probability that the patient in bed at time ¢t has contracted % infections. Again, by the
renewal theorem, for ¢ sufficiently large,

expected time in hospital for any patient
_ during which the patient has exactly k infections
expected time in hospital for any patient

Pk

2, i E@ZE|FY)
I =k

Equation 13 may be simplified by the assumptions discussed in the text of the article.
The probability g of developing one subsequent infection, given that at least one infec-
tion has occurred, is assumed to be independent of the number of prior infections. This
assumption gives a geometric distribution for the i,’s except possibly at the first

term io.
k=q" Vi fork=12,... (14)

It is also assumed that the expected time to a subsequent infection after a first or sub-
sequent infection is a constant C regardless of the number of prior infections

E(Z,|F%) =C forall n and 1 <j <k. (15)
Let A, be the event that the nth patient has at least one infection and let
T,=Z})+2Z%+ - - - (16)

be the total length of stay after the first infection occurs. Then
X,=2Z2+ T, and, consequently,
E(X,|A,) = E@8|A,) + E(T4|AL). an

Using equations 14, 15, and 16, one can calculate the expected value of T', given A,.

E(T,|A) = 2 E(T.|F%) P(F%|AL)

k =1
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k=1

C
“1-¢ (18)

Using equation 13 for 2 =1 and equations 14, 15, and 18
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Thus, for k£ =1, the p,’s are proportional to the i\’s and, hence, also follow a geometng
distribution. In fact, the assumption of equation 14 that the i,’s are geometric can bex
shown in the presence of equation 15 to be equivalent to the same assumption about3
the p,’s. This approximate equality is the key to the relationship between the quant1

ties I and P in the model under consideration. The prevalence P is, by the law of largeo
numbers, approximately the expected number of infections having been contracted byU
a patient at time t. So, for large ¢,

P=p,+2p; + 3ps +
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The incidence I can be written in the form
I=1I,+2I,+3I;+
where

number of patients to have exactly k infections in a given month

I, =
x number of patients admitted in the given month

x
5
[=9
[an
T
=

The same argument given for equation 9 also shows that, for every &, I, =
IT=i,+2i,+3i5+ ...
From equations 19, 20, and 21
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I=F B jan
Solving equation 17 for E(T,|A,) and substituting in equation 22 yields
EX,

I~P-

EX.|A,) —E@Z2|Ay)
The expected values may be approximated by their averages as before
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