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CHAPTER I

INTRODUCTION

GENERAL. The Focd Stamp quality control (QC) system produces summary
information on Food Stamp certification errors. This information is of
interest to State and federal govermments as well as to the general
public. The Food Stamp QC system consists of the following tasks:

A Sample frame constxruction,
B Sample selection,

C QC data collection, and

D Error rate estimation.

Three Food and Nutrition Service (FNS) handbooks describe QC
activities. FNS Handbook 310 describes QC-data collection. This
handbock, FNS Handbook 311, describes sample-frame construction,
sample selection, and the determination of State-calculated error
rates. FNS Handbook 315 describes the determination of Federal

regressed error rates.

‘meultendedaudlerneforﬂushandbodclsstateagencyenployes

involved with the QC sampling of Food Stamp cases. Consequently, the
word "you" in this handbook refers to the State agency. The word “we"
refers to FNS, and the word "year" refers to the federal fiscal year:

October 1 through September 30.

HANDBOOK ORGANTZATTION. This handbook consists of three major sections:
chapter II, chapter IIT, ard the exhibits. Chapter II describes
sampling concepts; it defines terms and introduces general principles
of sampling. Chapter IIT describes sampling activities; it presents a
step-by~step checklist foraState'sQCsanpln:gofFoodStanpcasas
The exhibits provide supplementary information on various topics. For
exanple, Exhibit A, attached, lists alphabetically the definitions
appearing in other sections of the hardbook.

SOURCE MATERTAIS. In preparing this handbock, we used two types of

source materials: federal regulations and textbooks on sampling. The
bnbllogza;hymﬂwattadmdAmerdlxutsﬂmefbodStanpxegulatlons
that apply to OC sampling and lists same sampling textbooks.

1-1
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CHAPTER II

SAMPLING CQONCEPIS

GENERAL. This chapter introduces terminology and concepts associated
with probability sampling procedures.

UNIVERSES AND FRAMES.

TERMINOIOGY. To discuss sampling concepts, we must first introduce
same terminoclogy. MElements" are the elementary units for which you
seek information. The element for the Food Stamp active error rate is
an active casel; that is, a household participating in the Food Stamp
program for a specified month. The element for the Food Stamp
negative-error rate is a negative action?, which is a household that
is denied or whose benefits are terminated.

ation" is the set of all elements of interest. The
target populations for the Food Stamp program are all active and
negative cases for a fiscal year, except those excluded as not subject
to review as defined in 7 CFR 275.11(f). Ancther term for target
population is "universe".

To permit sampling, a population must be subdivided into a finite
mmber of distinct and identifiable units called "sampling units",
which are each cmpcsed of an integer (possibly zero) mumber of
elements. A ® 1i " is the physical representation of the
target population. A sampling frame is usually a list of sampling
units. If there is no such list, a sampling frame is same equivalent
procedure for identifying sampling units. An example of the latter is
rarndom digit sampling (see 3222 Q).

IN FooD . In Food Stamp QC, sampling
frames are nearly always lists of active and negative cases. The
sources of these lists vary from State to State. Same examples for the
active frame are lists of participants, issuances, or certified
households. (See 3210.)

The universe may be represented by more than one list. For example,
the frame for active cases can be camprised of 20 different lists
representing daily issuances on each working day of the month. The
negative frame is often composed of one list of denials and another
list of terminations.

1 See FNS Handbook 310, section 130.

2 The QC regulations and Handbock 310 (section 1320) use the phrase "negative
case" instead of "negative action". "Negative case" is a derived tem
created to achieve parallel regulatory language about the sampling
activities associated with active amd negative error rates.

2-1
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2130 SAMPLING-FRAME PROBIEMS. Ideally, there is a ane—to-one correspondence
between elements of the target population and sampling units in the
freme3. If such a relationship does not exist, there are problems
with the sampling frame. The four most cammon problems with sampling
frames are the following:

A Omission of ocne or more population elements from the sampling
frame. This causes same portion of the population to have no
chance of selection or review (i.e., prabability of selection
equal zero). This can lead to biased error-rate estimators (see
2300).

B Inclusion in the sampling frame of units that are not part of the

target population. These units are said to be “out of scope". In
Food Stamp samples such cases are to be coded as Not Subject To
Review.

c Duplication of population elements in the sampling frame. This is
a result of same sampling units appearing more than once. This
often occurs when several lists are used to represent the target
population but can also occur within a single list. This also
can lead to biased error-rate estimators.

D Allw:mg sampling units to consist of more than one population
element®. This is often referred to as "clustered sampling
units”". If a sampling frame contains clustered sampling units,
then either (1) a sample selected from the sampling frame must be
treated as a cluster sample or (2) clustered sampling units must
be repeated in the sampling frame such that each occurrence
corresponds to a unique population element.

2140 FRAMES FOR OVERTAPPTNG POPUIATIONS. A "domain" is a subset of a
population. Two or more populations "overlap" if they comtain a set of
camon elements, referred to as the "overlap damain". The integration
of Food Stamp, AFDC, and Medicaid quality control reviews is possible
because these three populations overlap.

You can develop sampling frames for overlapping populations in a
variety of ways. One way of characterizing such frames is by the
following descriptions of the interrelationships between sampling
frames:

A  Totally integrated frame"-—one sampling frame containing all the
sampling units.
B ”Wer:!._a_m;m‘ sampling frames"—two or more sampling frames

containing sape cammon sampling units.

3 The sampling frames for cluster sampling (see Exhibit B, attached) are an
exception to this statement.

4 This is not a sampling-frame problem in cluster sampling.

2=2
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C  "pisjoint sampling frames"-—two or more sampling frames containing
no cammon sampling units. .

Regardless of the type of frame(s) available to represent overlapping
populations, you should still be aware of the possible sampling frame
problems outlined in 2130. Every population element must be contained
(preferably only once) in the frame, or cambination of frames,
representing each target population. For example, if a household
receives both Food Stamp ard AFDC benefits, it must be included in both
the Food Stamp frame(s) and the AFDC frame(s).

The sampling frames for overlapping populations may have "control data"
associated with each sampling unit. This identifies the damain to
which each sampling unit belongs and simplifies integrated sampling
(see 2250). If this type of information is available, additional
problems can arise if the control data is inaccurate. This could lead
to the assigmment of population elements to an inappropriate frame
and/or stratum.

SAMPIE DFSTGNS.

TERMINOIOGY. MSampling" is the selection of a subset of units, called
a "sample”, to represent a larger set of units. A " i i
sampling unit that has been selected to be in a specific sample.
Sanmpling of a sample is called M“subsampling". The "size" of a sample
is the mmber of sampled units that it contains. The purpose of
sampling is to reduce the amount of data needed to develop quantitative

A "sampling procedure" is a seguence of operations that produces a
sample. "Sampling parameters" are mmerical quantities that
characterize a sampling procedure. The size of a sample is an example

of a sampling parameter.

A "sample design" describes one or more populations and the associated
sampling procedure(s). A sample design need not specify the values for
thesanplugparanete:shrtmylnsteaddscnbehowthesevaluasaxe

to be determined. This is in contrast to a "sampling plan" (see 3130),
which must specify the values for sampling parameters.

In "element sampling" each sampling unit contains no more than one
element. This is in contrast to "cluster sampling" (see BExhibit B),

in which the sampling units are clusters of several (or many) elements.
Anelement—sanplugsdmememwhldleverysamplumguruthasequal
probability of being sample selected is called an equal-probability
selection method, or " ". In an epsem design the size of the
sanpl:n;frame:susuallydenotedbyN,orN(frame),andthesxzeof
the sample is usually denoted by n. The fraction £ = n/N is called
the mmg@ctlon"or"@mra ". Two exanmples of epsem's
are (1) simple-rardom sampling of elanem:s ard (2) systematic sampling
of elements.
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SIMPLE RANDOM SAMPLING. In "simple random sampling” any one of the
possmlesubsetsofndlstuctsanplugmltsdxosenfmthesanplnmg
frame of N elements is equally likely to be a sample of size n. You
selectasmplemﬂansanplebyselectugrarﬂanmmbersfrmatable
or by generating them with a camputer program. To select a simple
randam sample, you proceed as follows:

Obtain a randam mumber k between 1 ard N (inclusive).

B If this is the first time that randam mumber k has been dbtained,
addthekﬂ‘sanplugtmlttothesanple.

C Repeat the above steps until the sanmple contains n sampled units.

Because you check each randaom mumber for previous use in Step B, this
is called "sampling without replacement®; that is, after you use a
randam rumber, you do not "“replace" it in the pool of available randam
umbers.

SYSTEMATIC SAMPLING. Mﬂmﬁ%mmwm
sampling”. If you sample marmually, it is usually easier to perform
than simple random sampling. The key sampling parameter is the
Usampling interval®, which is the reciprocal of the sampling rate. If
the sampling interval, denoted q, is an integer, you select a
systematic sample by proceeding as follows:

A d:tamamndanmmberkbebﬂeenlandq(ux:lus1ve)arﬂaddthe
xth sampling unit to the sample.

B Add to the sample the sampling units k+q, k+2q, k+3q, etc. up to
the largest possible such sampling unit from the sampling frame.

when the sampling interval is not an integer, you select a systematic
sample by using one of the methods described in 3222 A.

Systematic sampling differs fram simple random sampling in that the
probabilities of different sets of elements being included in the
sample are not all egual. For example, if the sampling interval is 482
the probability that elements 1 and 2 are both in the sample is zero,
whereas the prabability that elements 1 and 483 are both in the sample
is 1/482, since if element 1 is in the sample then element 483 is bound
to be as well. On the other hand, in a simple randam sample the
prabability for any two distinct elements being in the sample is the
same for every pair of elements.

STRATTFIED SAMPLING. An element-sampling scheme that may or may not be
an epsem procedure is stratified sampling. MStratification" is the
partitimingofasanplirgﬁanejntodisjointa:ﬁe:maustivesetsof
sampling units. The resulting sets of sampling units are called
“strata® (singular: "stratum"). In "stratified sampling" you select a
separate, independent sample of a specified size from each stratum.
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In stratified sampling, the size of the htP stratum is usually dencted
Nn, orNh(fr.ame), and the size of the sample selected in the hth
stratum is usually dencted ny,. The stratum sampling fraction is thus
fh =m, / N,. The sum of the N,,'s is usually denoted by N, and the
sum of the my,'s by n. The specification of the stratum sample sizes—
that is, the breakdown of n into the m,'s——is called "allocation". In
"proportional allocation", all of the stratum sampling fractions are
equal. This is so called because the nn's are proportional to the
Nh's. The absence of all the stratum sampling fractions being equal is
called "di rtionate allocation". Some of the reasons for using a
stratified sampling are to increase precision (see 2300), to permit
integrated sampling of overlapping populations (see 2250), to permit a
change in sampling rates when sampling on more than one occasion (see
3414), or to permit estimation of population characteristics for each
stratum.

INTBGRATED SAMPLING OF OVERIAPPING POPUIATIONS. In an “inteqgrated
sample design" same (or all) of the sampled units receive combined data
collection for more than one population. For example, if the Food
Stamps and AFDC QC samples both have sample sizes of 1200, then an
integrated design might consist of 500 Food-Stamp-only reviews, 500
AFDC-~only reviews, and 700 joirrt reviews. The total mumber of reviews
for this integrated design is then 500+500+700 = 1700, which is less
than the 1200+1200 = 2400 reviews for non—integrated design. Hence,
integrated sampling reduces data collection costs. There are several
sampling methods, used separately or in cambination, for producing
integrated sanple designs. These include stratified sampling, cross-
classification, and sample replacement.

One method for producing an integrated sample design is the use of
stratified sampling. The strata used are domains or sets of damains.
You then subject to joint data collection same (or all) of the sampled
units occurring in the overlap damains. This approach requires either
disjoint sampling frames or the existence of control data in a cambined
sanpling frame.

Asecaﬂmettndforproducu'ganlntegmtedsanpledeslgnlstheuseof
Mcross-classification", which is the determination of a sampled unit's
damain membership after sample selection. Cross-classification
partitions the sample into "subclasses" that correspord to the
population damains. Like in stratified sampling, you then subject to
joint data collection same (or all) of the sampled units that you have
assigned to the overlap subclass(es). You should use cross-

are overlapping and do not contain control data.

Aﬂﬁ.rdnethodforproducngan integrated sample design is the use of
b ". If you have two or more overla;:pmg populations
plus the corresponding sets of sampled units contained in the overlap,
sample replacement designates one set of sampled units as subject to
data collection for all or various cambinations of the populations and
excludes fram all data collection the remaining set(s) of sampled
units. The usual sequence of operations is the following:
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(1) selection of samples, one per population, fram overlapping

sanplmg frames; (2) cross—classification of each set of sampled units;
(3) in some cases, subsampling into replacement subset(s) and non- -
replacement subset(s); and (4) sample replacement.

The Integrated Quality Comtrol System sampling handbook (published
December 1979) describes eight integrated sample designs. Exhibit C,
attached, summarizes these designs.

PRO OF = .

. As previously mentioned in 2210, the purpose of sampling
is to reduce the amount of data needed to develop quantitative
information. Thus, sampling reduces the cost of information. If,
hypothetically, you had an inexhaustible data collection budget, you
could collect data for all population elements and then use the
resulting data to calculate "population parameters", sud:aqumlatlm
means and totals. This, however, is usually prochibitively expensive.
Consequently, you use sampling and then use the resulting data to
calculate estimates that approximate the population parameters of
interest. The term "estimate" refers to a specific value that results
fraom a camputation involving sample data. The term “estimator" refers
to the camputational procedure used for cbtaining the estimate.
Exhibit D, attached, describes estimators for State—estimated error
rates.

An estimate's "expected value" is the average value of the estimates
rsulti:gfrmallpossiblesanplesthatmnbeselecbedmaccozdame
with your sampling plan. If an estimate's expected value differs from
the population parameter being estimated, the estimate is said to be
Ypiased”. The amount of this difference is called the estimate's
'bias". Unbiased estimates are preferred because then the resulting
astimtseq.:al“mtheavemge”thepopﬂatimparamterbeirg
estimated.

The term "accuracy" is an opposite-sense description of bias. If an
estimate's bias is large, the estimate is said to have low accuracy.
If on the other hand, an estimate's bias is small, the estimator is
said to have high accuracy. The term "walidity" is synonymous with
accuracy.

Even if an estimate is unbiased, any one estimate will nearly always be
different from the population parameter being estimated. Owver all
possible samples, same estimates will be larger than the population

whereas other estimates will be smaller. A measure of this
variability is the estimate's "variance". This is the average over all
possible samples of the sguared difference between the resulting
estimate and the expected value of the estimator. The sguare root of
the estimate's variance is called the "standard error" of the
estimator.

The term "precision" is an opposite-sense description of variance. If
an estimate's variance is large, the estimate is said to have low
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precision. If, on the other hand, an estimate's variance is small, the
estimate is said to have high precision. This latter situation—high
precision, or low variance—is preferred because then over repeated :
samples the variability of resulting estimates is small. One estimate
is said to have "better precision" than another if it has higher
precision—that is, smaller variance—than the other estimate.
BExhibit E, attached, discusses procedures for determining if one
estlmatehasequalorbetterpreclslmthananotherestlmate. The term

Preliability" is synonymous with precision.

"Estimation error" is the difference between an estimate arnd the
population parameter being estimated. Estimation error can be
decmposed into sampling error and possible non-sampling errors.
"Sampling error" occurs when you collect data for only a sample and not
the entire population. meeamtom
sources. These include definitional difficulties, differences in
interpretation, inability or urwillingness of respondents to prov:.de
correct information, mstakesmdatareconiu'g and other errors in
collection, response, processing, coverage, and estimation for missing
data.

Exhibit F, attached, contains an illustration of the properties of
sample-based estimators defined above.

EFFECTS OF SAMPIE DESIGN. The properties of sample-based estimators
are affected by features of both sample design and data collection
procedures. The effects of sample design arise fram characteristics of
the population(s), sampling frame(s), and sampling procedure(s). For
example, sampling-frame problems (see 2130) can be a source of
estimator bias. In addition, several sample-design features can
increase estimator precision. These include stratification, increases
in sample size, ard sample allocations that increase sample sizes in
heterogeneocus strata while decreasing sample sizes in hamogeneocus
strata.
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CHAPTER ITI

SAMPLING ACTIVITIES

GENERAL. 'Imspartofthehardbook (3000thm1gh3400) describes
saupl.mg activities. We have organized the described sampling
activities in time sequence: 3100 describes planning activities; 3200,
monthly activities; 3300, end-of-year activities; and 3400, other
activities performed during the year.

PLANNING ACTIVITIES. Planning activities include: the prediction of
caseloads, determination of sampling parameters, and the preparation of
the sampling plan.

CTION OF S .

GENERAL,. A necessary plamning activity is the prediction of the
approximate sizes of the active and negative target populations. In
other words, you must predict the active and negative caselocads
subject to review for quality control. These predictions, in turnm,
determine a number of sampling parameters, such as minimm sample size
(see 3121) and the sampling interval in systematic sampling (see 3122).

'nnx;hthetaxgetpcpﬂationscmsistofczsesfortheentimyear, the
subject~to-review caseloads you must predict are the average-monthly
caseloads that are subject to review. There are two basic approaches
to choose from for doing this: the "direct approach! or the Msampling-
frame approach".

In the direct approach, you use historical subject-to-review caseload
numbers to predict the average-monthly caseload that will be subject to
review in the coming year. Ymcbtaintheneededhistoritzlmmbersby
applying one of the reviewable-caseload equations (see 3320) to your QC
data for previous years. You then apply to these historical mubers
ane of the prediction method described in 3112 to obtain a prediction

of the average-monthly caseload subject to review for the caming year.
In the sampling—frame approach, you first make two predictions (see
3112) for the caming year: a prediction of Ng', the estimated average-
monthly frame size, and a prediction of d, the out-of-scope rate (see
2130(B)). You then use the following equation to calculate
Ne = estimated average-monthly caseload subject to review

= Ne'(1-d) . (3-1)
The historical mumbers used to predict N,' are the anmual averages of
exact monthly frame sizes from previous years. The historical mumbers
used to predict d are the out-of-scope rates calculated fram previcus
years! samples (see 3310).

You can use either approach. We generally prefer that you use the
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sampling-frame approach, however, because it "divides and conguers"
your prediction problem by splitting it into two easier problems.

PREDICTION METHODS. The following are same methods you can choose from
top:edlctﬂxeavexage—nurmlycaseloadsubjecttoIEVLed,ﬂmeave:age—
monthly frame size, or the out-of-scope rate for the coming year:

A One of the easiest is to use the actual mmber for the current
appropriate if the number being predicted is expected to remain
constant because of (1) the absence of cbserved trends in the
number and (2) the absence of any known or anticipated changes
effecting the mumber.

B A modification of the preceding method is to predict the coming
year's mmber fram two historical mumbers: that for the current
year and that for the immediately-previcus year. In this method,
the percentage increase or decrease between the previous and
current years is applied to the current year mmber to yield a
predicted muber for the caming year.

For example, if (in the direct approach) the subject-to-review
caseloads increased 11 percent between the previous and current
years, then an 11 percent increase is applied to the average-
monthly subject-to~-review caseload subject to review for the
current year to predict a subject-to~-review caseload for the
caming year.

This method is appropriate if the trend from the previous year to
the axrent year is expected to contimie with the same rate of
increase or decrease for ancther year.

C You can also use three or more historical mumbers to predict the
munber for the caming year.

For example, if (in the sampling-frame approach) we denote the
current year as Year 3, arnd average-monthly frame size increased
15 percent from Year 1 to Year 2 but only increased 10 percent
fram Year 2 to Year 3, then a contimiation of this trend would
predict an increase of five percent for the change in average-
monthly frame size fraom the axrent year to the coming year.
Hence, applying a five percent increase to the average-monthly
frame size for the current year would yield a predicted average-
monthly frame size for the caming year.

This method is appropriate if there is a trend in the rate of
increase or decrease, ard this trend is expected to continue for
another year.

D There are a mumber of prediction methods that use historical data

in the form of jindividual monthly mmbers instead of the previous
years' average-monthly mmbers. These methods include trend

3=2



(3112 D)

3113

FNS HANDBOOK 311

analysis of mcrrt:hly data, regressiaon mdelngs ard various time-
series methods®. The trend analysis of monthly data is
a;prcprlatelfthe:elsatrendmlrdlvmdualmnthlymmbersthat'
is expected to contimue through all 12 months of the coming year.
Regression modeling and time-series methods require the use of
special camputer programs. These two methods should not be used
if you lack appropriate statistical training to thoroughly
urderstand the underlying theory ard assumptions. Prediction
methods that use individual monthly data usually make predictions
for individual months. If this is the case, you should predict
individual mmbers for each of the 12 months of the coming year
ard then average these together to yield the predicted average-
monthly rumber.

E In some situations the use of a campletely statistical procedure
naymtbeappt:tpn.ate. For example, if it is known that in the
caming year a pollcy change effecting participation levels will
occur, but this particular policy change has never occurred
previously, then historical information will probably not be very
useful in predicting the caseload for the coming year. In this
kind of situation, your caseload prediction for the coming year
will have to be based mostly on informed judgement.

Your choice of prediction method should be based an the
applicability of the assumptions associated with each method, the
desired degree of prediction accuracy (see 3114), ard your
statistical capabilities.

PREDICTING REVIEWABIE CASEIOADS FOR OVERIAP DOMAINS. Many integrated
sample designs require that you predict reviewable caselocads for
overlap damains prior to calculating certain sampling parameters. Like
the caseload predictions for nomroverlapping populations, there are
basically two approaches to predicting caseloads subject to review in
overlap damains.

In the sampling-frame approach, you first predict the mumber of overlap
cases in the sampling frame. This is feasible if the current year's
sampling frame contains control data, and thus you can obtain an exact
caunt of the rmumber of cases in the sampling frame contained in the
overlap. Use this to predict the mumber of overlap cases contained in
the caming year's sampling frame. Next, estimate from sample data the
out-of-scope rate, 4, fortheoverlapdmain. This is based on the
mmber of not-subject-to-review (NSR) cases in the sample data. Since
you dispose a case as NSR if (1) it is out of scope or (2) has been

5 An example of using regression modeling to predict AFDC caseloads for
Washington State is described by Plotnick and Lidman (1986) and for New
Jersey by Barmow and Garasky (1988). (See the Appendix for camplete
citations.)

6 An evaluation of time-series methods to predict AFDC caseloads is
described by Williams (1987). (See the Appendix for camplete citation.)
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deselected to correct for oversampling, the estimation of the out-of-
scope rate must disregard cases that are NSR because of a deselection
to correct for oversampling. Finally, you multiply the prediction of
the mmber of overlap cases in the sampling frame by (1.0 - d) to yield
a prediction of the mumber of overlap cases subject to review.

If your sampling frame lacks comtrol data, you will not be able to use
the above sampling-frame approach. Consequently, in the "“sample-
fraction approach" you first choose ane of the populations ard predict
its caseload subject to review (See 3112.). For example, for the Food-
Stamp/AFDC damain you could choose the AFDC population and first
estimate the AFDC caseload subject to review. Next, estimate (fram
sample data) the proportion of cases in the chosen population that are
also in the overlap daomain. Finally, multiply the predicted caselocad
s:bjecttorenenforthedwsenpcpulatlmbytheest:mtedoverlap
proportion to produce a prediction of the caseload subject to review
for the overlap damain.

EFFECTS OF INACCURATE PREDICTIONS. Your prediction of the reviewable
caseload determines other sampling parameters: the minimm sample size
(see 3121) and the sampling interval for systematic sampling (see
3122). Consequently, if you are sampling systematically (and do not
correct for under- or oversampling), an inaccurate prediction of the
caseload subject to review will result in either (1) the mumber of
selected cases that are reviewable being less than your minimm sample
sizeor(Z)themmberofselectedcasasthatareneviadablebeingmore
than your minimm sample size. Mdioftl'nsewz.llocaxrdeperdsm
thefollow:mg factors: (1) the magnitade and direction of the
predlctlm error; (2) ﬂ:ebegm:m—arﬂaﬂ-of—yearmmmmsample
size; (3) the type of cases—actlveornegatlve, (4) vhether you
opted for the reduced (active-case) sample size.

'metableinflgtn'e3-1nﬂ1catestheeffectofanexrurmpred1ctang
the reviewable caseload when you (1) sample systematically, (2)
cala:latethesanphn;nmervalmthenamaerdescrlbedm31227 and
(3)domtperfomanyconecta.onsformﬂer-orwezsmtplm A
mluwatrymﬂetablenﬂlatsana:pectedmmmberof
renewableczses,whereasanegativeentxymdlcatesanexpected
shortfall in the mmber of reviewable cases. The table in figure 3-1
contains two columns for the under-prediction of the reviewable
czseload—cmeforlesttngOpercentanitheotherforZOpezcentor
more. The reasan for this is that your minimm sample size does not

change if the under-prediction is less than 20 percent (see 3121.1)8.

7 In particular, the discussion in 3114 assumes that the sampling interval is
calculated (without rounding) by dividing the predicted average-monthly
caselcad by ane twelfth of the particular minimm sample size
correspaonding to the predicted average-monthly caseload. Also, see 3121.1

B.

8 7 CFR 275.11b(3).
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Figure 3-1

EFFECT OF INACCURATE CASELOAD PREDICTION ON THE NUMEER
OF SELECTED CASES SUBJECT TO REVIEW IN THE ABSENCE OF
ANY CORRECTIONS FOR UNDER- OR OVERSAMPLING

Multiply appropriate entry by mumber of percentage points of under- or
over-prediction of the average-monthly caseload subject to review. A
positive result indicates expected mmber of selected cases subject to
review over the minimm sample size at the end of the year. A negative
result indicates expected mumber of selected cases subject to review
under the minimm sample size at the end of the year. For example, if
(l)ymaresanplmgregatlvecases, (2) both the begimning- and end-
of-year minimm sample sizes are 800, and (3) you over-predict the
subject-to-revmmseloadbymmpercmt then the result is
(9)x(8.00) = =72; in other words, (without a correction for
undersampling) you can expect to be short 72 reviewable cases at the
end of the year.

Type Reduced Minimum Effect of under-prediction
of sample sanple Effect of less than 20% or
Case size size* over-prediction 20 % more
Active Yes 1200 -12.0 +12.0 +12.0
Active Yes 301 - 1199 -1.2 +np/100t +1.2
Active Yes 300 =3.0 +3.0 +3.0
Active No 2400 -24.0 +24.0 +24.0
Active No 301 - 2399 +1.2 +np/100t -1.2
Active No 300 -3.0 +3.0 +3.0
Negative 800 -8.0 +8.0 +8.0
Negative 151 - 799 -0.78 +np/100t +0.78
Negative 150 -1.5 +1.5 +1.5

*Interval containing both (1) minimm sample size determined by the
predicted caseload and (2) minimm sample size determined by the
actual caseload. The table camnot be used if these two minimm
sample sizes correspand to different table entries.

frp=mi:ﬁmmsanplesizedeteminedbypredictedaveraqe—mnuﬂy
caseload subject to review.

3120

; PARAMETERS. Another necessary planning
actlntylsthedetemmatlmofthesanplugparameterstobeusedm
the caming year. This includes the determination of sample sizes and
additional quantities that control the sampling process. For
systematic sampling, the additional sampling parameters include the
sampling interval and all random starts for the coming year.
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3121 SAMPLE SIZES.

3121.1 MINIMM SAMPIE SIZES. For systematic and simple—random sampling, FNS
requlations specify “mini e sizes"——that is, the minimm mmber
of cases to be reviewed during the . For active cases, there are
two minimm-sample-size schedules: a reduced schedule and a non—
reduced schedule. The reduced schedule applies if you submit a waiver
statement in which you agree not to contest the final error rates on
the basis of the precision resulting from the reduced sample sizelO.
(See Exhibit G, attached, for an example of a waiver statement.) The
following is the reduced sample-size schedule for active cases:

Figure 3-2
REDUCED MINIMUM SAMPLE SIZES FOR ACTIVE CASES
Average Monthly Minimum Anmaal
Reviewable Caseload (N) Sample Size (n)
60,000 or greater 1200
10,000 to 59,999 n = 300 + [0.018 (N - 10,000
less than 10,000 300

If you do not opt for a reduced active sample, the following schedule

applies:
Figure 3-3
NON-REDUCED MINIMUM SAMPLE SIZES FOR ACTIVE CASES

Average Monthly Minimm Anmual

Reviewable Caseload (N) Sample Size (n)
60,000 or greater 2400
10,000 to 59,999 n = 300 + [0.042 (N - 10,000) ]
less than 10,000 300

9 7 CFR 275.11(b). For the discussion of minimum sample sizes for
altermative sample designs see 3121.7 and Exhibit E.

10 7 CFR 275.11(a) (viii).
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For negative actions, only the following schedule is available:

Figure 3-4
MINIMIM SAMPIE SIZES FOR NEGATIVE ACTIONS
Average Monthly Minimum Anmial
Reviewable Caseload (N) Sample Size (n)
5,000 or greater 800
500 to 4,999 n = 150 + [0.144 (N - 500) ]
less than 10,000 150

In all three of the above figures, the average reviewable caseload (N)
and the minimm sample size (n) are defined as follows:

A

Definition of N. The reviewable caseload, N, is the average
monthly size of the QC universe as described in 2120. It pertains
only to households in the sampling frame that are subject to
review. This is NOT the size of the frame but rather the frame
size adjusted dowrward based upon the portion of the sampling
frame that is out of scope. 3110 discusses how to predict
reviewable caseloads.

Determining n. At the beginning of the year, the minimum sample
size will be based upon an estimate of the reviewable caseload,
Ne. At the end of the year, the minimm sample size may change
depending on_the relationship between Ng and the actual reviewable
caseload, Na1l. (See 3320 on how to calculate N, at the end of
the year.) Figure 3-5 explains how to determine the end-of-year
minimm sample sizes for systematic and simple-randam samples that
are unstratified or proportionally stratified. (For altermative
sample designs, see E330.) The final minimm sample size, ne, may
vary in either direction from the originally calculated figure,
ne, when the actual caseload is either less than the estimated
caseload (table entry a) or more than twenty percent greater than
the estimate (table entry d). If the ratio of actual to estimated
caseload is between 1 and 1.2 (table entries b and c), the minimm

sample size is unchanged.

Part A of Figure 3-6 shows an example of the calculation of ng; Part C,
an example calculation of ng.

11 7 CFR 275.11(b) (3) -
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Figure 3-5

entry situation result
a Na < Ne nf=na
b Na = Ne nf=na=ne

Ne < Na < (1.2) (Ne) nf=ne
Na > (1.2) (Ne) nf=na
where
Na = the actual caseload,
Ne = the estimated caseload,
na = the sample size derived by substituting Na into the
appropriate equation in figures 3-2, 3-3, or 3-4,

ne = the sample size based upon Ne, ard
nf = the final minimm sample size.

DETERMINATION OF THE END-OF-YEAR MINIMIUM SAMPLE
SIZE FOR SYSTEMATIC AND SIMPLE-RANDCM SAMPLES
THAT ARE UNSTRATIFIED OR PROPORTTONAILY STRATIFIED

3121.2

3121.3

DESTRED SAMPIE SIZE. You may perform more reviews than allowed by the
minimim sample size. You may want these, for example, to provide
additional data for corrective action or to obtain greater reliability
for subdivision analysis. The "desired sample size" refers to a sample
size that is larger than the minimmm sample size in order to provide
additional reviews.

TARGET SAMPIE SIZE. The minimm sample size, and the desired sample
size, refer to the mumber of reviewable cases to be selected—that is,
cases you are able to camplete plus those you drop as Not Canpleted.
(This is eguivalent to the mumber of cases selected minus those you
drop as Not Subject to Review.) The "target sample size" is the
projected mumber of cases you must select in order to produce the
rumber of reviewable cases specified by the minimm sample size (or the
desired sample size).

To calculate the target sample size, multiply the minimm sample size
(or desired sample size) by a factor to account for cases that are ocut
of scope (i.e., will eventually be coded as Not Subject to Review).
This overselection factor should not include reviews that will be coded
as Not Campleted since they are already contained in the minimm sample
size (and the desired sample size).
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Figure 3-6
EXAMPLE OF SAMPIE SIZE CALCUIATIONS

A Cal i ini le si based on the estimated .
(See 3121.1.)

Ne = 45,000 (estimated caselocad subject to review)

For a non—reduced active sample, the minimum sample size is
calculated as follows:

ne = 300 + [.042(45,000-10,000) ]
ne = 1770 (estimated minimm sample size)

B Calculation of the target sample size. (See 3121.3.)

d = .04 (overselection factor)
ne(1+d) = 1770(1+.04) = 1841 (target sample size)

C Calculation of the end-of-year minimm sample size. (See 3121.1(B).)

= 55,000 (actual caseload subject to review)

> 1.2 * Ne because 55,000 > 1.2(45,000) = 54,000
3
2

00 + [.042(55,000-10,000) ]
190 (minimm sample size based on actual caselocad)

=na = 2190 (final minimm sample size)

D Calcaulation of the required sample size and the campletion rate.
(See 3121.4.)
2200 cases are actually selected and 60 are fourd to be
Not Subject to Review while 2110 were campleted.
(30 reviews were coded as Not Camplete.)
The maximm of (2200-60) and 2190 is 2190 (required sample size).
2110/2190 = 96.35 ¥ (campletion rate)

E Augmented sample size to provide for reserve-pool cases. (See
3121.6.)

It is decided at the beginning of the period that a reserve pool of
10 percent will be selected.

1841 * .10 = 184 (additional cases planned for reserve pool)
1841 + 184 = 2025 (total sample to be drawn)
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Part B of figure 3-6 presents an example of the calculation of the
target sample size.

REQUIRED SAMPIE SIZE. All selected cases that are reviewable must be
campleted. carsequently, weadjustya.lrre;ressederrorrateupwardif
your completion rate is less than 100 percent. Your campletion rate is
calculated by d1v1d:mg the mmber of campleted reviews by the "regquired
sample size", which is the larger of (1) the mmber of cases selected
that are reviewable or (2) the end-of-year minimm sample size, ngl2.

Part D of f1gure3-6preeentsane:anpleofthecalwlat1mofthe
required sample size and the correspording campletion rate.

DEMONSTRATTON-PROJECTS AND SSA CASES. You may want to select
addltlaﬁlmss(mexcessofthetaxgetsanplesmcorrspaﬂx:gto
yourmmmmsanplesme)toccnpersateforcass:molvedm
demnstratlmprojectsorprocssedbytheSoclalSectmty
Administration. (The applicable demonstration projects are those we
have authorized and have determined will significantly modify the rules
for determining households' eligibility or allotment level) The
reasan for considering the selection of additional cases is that
dena-stratlmandSSA@ssare;gtusedbyFNSmthecmpxtatmnof
error rates, hzt(lftheyareotherwweaxbjecttomuav)areoounted
toward your required sample size in calculating your campletion
ratel3, Consequently, an increase in your sample size may be
desirable to produce more precise error-rate estimates.

RESERVE-FOOL SAMPIE. As a cushion against possible undersampling (see
3410), you may wish to select a reserve pool. This is a separate

saxq:leﬁunmmas.qplanentalsanplemnbedramm1fmﬂetsmrplug
occurs. 'Ihesxzeoftluspoollsarbit:arybutshouldbelargeenough
to allow for any potential undersampling. The reserve pool sample may
besalectedseparatelyhxtxsus.:allydrawncaxzmentlymﬂmﬂ:emm
sample. All cases in the same stratum must have an equal probability
ofbe:ngselect:edforﬂ'nex&servepool. If only certain types of cases
ammﬁxdatsofmlmlmmﬂmeraservepool then every case in a
given stratum will not have an equal probability of being reviewed.

All reserve-pool cases in the same stratum must be drawn with the same
probability of selection. This means that the size of each month's
poolm:sthemthesameprcport;asastheframeandthemmsanple,
for example, 1fthemseloadux:reas510perca1tfrunthepmv1ms
month, then the size of the reserve pool for the second month must also
belOpexcentlarger As explained in 3122, this is usually
accomplished by selecting the reserve pool systematically using a
constant interval.

12 7 CFR 275.11(4).

13 7 CFR 275.11(q9).
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If, during the year, you determine that a reserve pool is no longer
necessary, you need not select a reserve-pool sample for subsequent
months. (You must then also readjust your sampling intervals). This -
could occur if you determine that undersampling will not take place, or
if you have implemented a correction for undersampling ard do not
anticipate the need for ancther one.

Part E of figure 3-6 presents an example of the augmentation of the
target sample size to provide for reserve-pool cases.

ALIOCATTON OF STRATIFIED SAMPIES. If you are selecting a stratified
sample, you must decide how you will allocate your sample among the

strata. Your major consideration should be the expected precision of
the stratified error-rate estimate. As explained in Exhibit E, the

precision of any alternative design must be equal to or greater than
the precision for a simple-random sample of size equal to your minimm
sample size based on your estimated average-monthly caseload.

If you allocate your sample proportionally with respect to stratum
caseloads, you produce a self-weighted sample. Then (1) weighting of
State—-calculated error rates (see BExhibit D) 1smtnewssary and
(2) the equal-or-better-precision requirement is satisfied. For
proportional allocation, calculate the sample size in each stratum by
mltiplying the total target sample size by the ratio of the stratim's
frame size to the total frame size--that is,

n; = n(Ny/N) . (3-2)

Allocation that is not proportional necessitates the calculation of
weighted error-rate estimates (see Exhibits D and H, attached).
Moreover, adlsproportla'atealloatlmmyneedalaxgertotalsample
size to satisfy the egual-or-better-precision requirement (see BExhibit
E). 'Iherearemnyta:tbookstowlu&ycucanreferthatdealwnhthe
topic of sample allocation in stratified sampling (e.g., Cochran's

Sampling Technigues and others listed in the Appendix.)

Cmoeyouhavedxosenthetypeofallocatlmanihavedetemuxedthe
desired sample size in each stratum, you can calculate a target sample
size for each stratum. As in unstratified sampling, the stratum-
specific target sample size campensates for reviews that will be coded
as Not Subject to Review. Also as in unstratified sampling, you can

augnentthetaxgetsanples;zemeadxstzaumtoprwmr&serve-pool
cases by stratum

SAMPLING INTERVALS FOR SYSTEMATIC SAMPLING.

GENERAL.. Afterymhavedetenunedapprtprlatesanplesms,ywmst
calmlatesanplng:ntervalsforthosesanplstobeselected
systematically. In general, thlslsdawebydlvmlrgﬁmemted
caseload by the desired sample size (N/n). This is also applicable when
cagputing the sampling intervals for individual strata in a stratified

sample.
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3122.2 WITHOUT RESERVE-POOL SUBSAMPLING. Ifywdo;%l‘:wantareservepool,
calculate the sampling interval (I) as follows

I=N' /e, (3-3)

MNe'Emmwmwm,m%mmm
sample size (see 3121.3). Ng' and m¢ must both be twelve-month totals,
or they must both be monthly averages. Figure 3-7 (partA)prasem'san
e:mpleofﬂxecalculatmnofasamplmlntervalm there is no
reserve-pool subsampling.

3122.3 WITH RESERVE-POOL, SUBSAMPLING. If you do want a reserve pool, equation
(3-3) defines the effective interval, I,. Use the following formla to
calculate the actual interval, I,, which you will use to select cases
(reserve plus non-reserve) fram the sampling frame.

=Ne' / (ng + np) (3-4)

whereNe'andntaredefmedaboveandnplsthesmofthemezve
pool. Ne', nt, and n, must all be twelve-month totals, or they must
all be monthly averages. After you have selected cases from the

sampling frame with interval I,, place into the reserve pool those
casesobtanxedhysubsauplngtheselectedasesmththefollamn;

subsampling interval:
Ip=Ic/ (Ie - Ia) . (3-5)

Part B of figure 3-7 presents an example of sampling-interval
calculations in which there is a reserve pool.

3122.4 ROUNDED VS. DECTMAL JNTERVALS. In calculating sampling intervals, the
quotients will cbviously not always be integers. You can either round
the resulting figures depending upon the situation:

A Ymcanmnﬂduwn(le.,mnmte) sampling intervals I, I, and
I5. This insures a sample size greater than or equal to the
sample size that would result fram using the exact interval. As
an example, the calculations in Part A of Figure 3-7 truncate the
resulting sampling interval.

B Retamcnedecmalplacemthecmp;tat;moprsmcenud\
smaller sample sizes are involved. Part B of Figure 3-7 presents
an example of a decimal sampling interval. 3123 and 3222 2,

14 This is equivalent to
I=Ne/nr, (3-4")
where N = Ne'(l-d)lsﬂxeastamtedsubject-to-renewmseload ny is the
ninimm sample size (see 3121.1) or desired sample size (see 3121.2), and d
is the estimated out-of-scope rate. (N and n, must both be twelve-month
totals, or they must both be monthly averages.)
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respectively, describe how to choose decimal random starts and how
to select cases with decimal sampling intervails.

Figure 3-7
EXAMPLE OF SAMPLING-INTERVAL CALCUIATIONS

(This example is a contimuation of the calculations in figure 3-6.)

A Without reserve-pool subsampling. (See 3122.2)

Ne = Ne' * (1-d)

(45,000 * 12) = Ne' * (1-.04)

540,000 / .96

562,500 (estimated total frame size)

£
o

= Ne' /
I = 562,500 / 1841
= 305.54, truncated to 305 (interval)

B With 1 ling. (See 3122.3)
Io = I = 305 (effective interval)
I, =Ne' / (g + )
I, = 562,500 / (1841 + 184)
I, = 277.78, truncated to 277 (actual interval)
Ip=Ic / (Ie - I3)
I, = 305 / (305 - 277)
Ig=10.9 (interval for the reserve pool)

3123 RANDOM STARTS FOR SYSTEMATIC SAMPLING. Random starts for systematic
sampling must be based on random mumbers that are uniformly distributed

overthemgeofthesanplng:nterval For example, if the sampling
interval is 287, the mmbers 1, 2, 3, etc., up through 287 must have
eq.zalprnbabllltyofbezngselectedasararﬂmstart Similarly, if
the sampling interval is 7.4, the mumbers 0.1, 0.2, 0.3, etc., up

thzu:gh74m:sthaveequalprobab111tyofbe1ngselectedasarandan

ﬂhezeq\nredmmberofrarﬂanstartsmdetexm:nedbyyournethodof
sequentially mmbering cases for systematic sampling. For example, if
ymass:.gn"l"tothef.u:stcasemthefixstmmhh.xtass19nl+tto
ﬂmef:rstcasemsubsequentmﬁ:s where t is the "™tail count" of
previous month's cases following the last sampled case, then you will
needmlya'nerarﬂanstartfortheyear On the other hand if you
assign "1" to the first case in each month, then you will need a randam
start for each month. The required mmber of randam starts can also be
effected if you change your sampling interval in the middle of the
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year. This may regquire you to either determine an additional randam
start or to replace same of your randam starts (see 3410).

The mmbers used to determine random starts mast be either selected
fram a table of random digits or generated by a randam-mmber algorithm
executed in a camputer or calculator. (Exhibit I, attached, contains a
table of randam digits plus describes same of the methods for
generating randam mumbers in a camputer program.) Alternative sources
of randam starts—such as throwing dice, flipping a coin, thinking of a
mmber, drawing mmbers from a hat, etc.——are not acceptable.

SAMPLING PILANS.

SAMPLING DOCUMENTATION. Your sampling plan describes and justifies
your choice of sample design and sampling parameterslS. In addition
to the sampling plan, there are two other sources of information that
describe your sampling procedures: supporting documents and the
records of your sampling activities. Examples of supporting documents
are (1) record layouts forcamrterlzedsanplnagfzamesaxﬂ (2)
flowcharts, source code, and operating instructions for associated
canputer programs. Ebamples of sampling-activity records are listings
of your monthly samples and microfiche or hard-copy listings of your
sampling frames. Acceptable documentation also includes the storage of
thesamplugframsoncmp:tertapsmttenatthetuneofsanple
selection. Retain all support:.r? documents and sampling-activity
records for at least three These materials must, with
sufficient notice, be avallable for our review (See 3420.). In
addition, any sampling documentation associated with claims for or
agaustthefederalqoverrmentmstbemtan:edmtllthreeyearsafter
the date of fiscal closure. 'nusz.sthedatetheclalnsfororagauast
thefederalgovenmenthavebemllqtudated

WRITING GUIDELINES. Include in your sampling plan a camplete
description of each of the items listed in 3133. Both technical and
non-technical personnel will be reading your sampling plan.
Consequently, provide illustrative examples of camplicated procedures.
Yamsanplu;gplanshculdstanialcneasas:ngledocnmentarﬂmt
require any supporting materials in order to be understood. We
recamnerxd you use the organizational format presented in 3133. You
may, however, use a different format as long as all items are addressed
ard are easily identified.

SAMPLING PIAN CONTENTS. In general, ymzrsanplngprocedtmand
sampling parameters must conform to the principles of prubability
sampling and satisfy the demands of practicality. A non-integrated
plan shall address all items listed in Exhibit J, attached. an

15 7 CFR 275.11(a) and 275.11(b) (4).

16 7 CFR 275.4.

17 7 CFR 272.1(f).
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integrated plan shall also address all of these items and, in addition,
include the following:

a A thorough description of the integration scheme, e.g., Modified
Replacement B, explaining in detail how you will campile the
sampling frames for each damain, what is the estimated mmber of
sample cases that you will need in each subclass, and how you will
replace cases;

B Actual or estimated caseloads, sample sizes, and actual out-of-
scope rates for each stratum of the integration scheme; and

C An explanation of your correction for oversampling ar
undersanpling in the event of an overage or shortfall in the
caseload of a particular damain.

Ifyouaredmangmgyoursanpled&slgnfrmnon-lntegratedto
integrated, describe the impact of integration on the organization and
management of the QC process—from the selection of the sample to the
training of review staff to camparison of administrative costs with and

SUBMISSTON OF SAMPLING PLIANS. Prior to the begimning of each year,
send us either (1) a new plan, (2)ad1angetoaprev10usly-amrcved
plan, or (3) a statement that a previocusly-approved plan will remain in
use with no changes. If your plan is integrated, sulmit copies
ca’u.mntlytothexegionalofficesofttmseprcgransimlvedinthe
integration; e.g., Food Stamps, AFDC, and Medicaid. These sulmissions
ead1yearshallu1cludetheneededwa1verstatement1fymhaveopted
for a reduced active sample size (see 3121.1 and Exhibit G)18.

Ifymaresuhuttngeltheramdzangetoarm-zntegratedplanor
astatanentthatasanplmgplanmllra:alnmusemﬂmtdxan;e
suhut1tatleast30daysprlortoinplanentat1m Allatmertypsof
sanpling-plan submissions—integrated plans, new plans, or major
charg&smaplan—aretobesubuttedatleastwdaysprmrto
mplenentatlml? General:.Ly speaking, changes in sampling parameters

changes,

integrated design or a change in frame construction) constitute major
changes. For other types of charges, call us to determine if the
change is major or minor. For minor changes, it is not necessary for
ymtosaﬂmya:rertuesanplnxgplan—ymnaysendusadscrlptlm
of anly the minor changes. For major changes, however, send us your

18 7 CFR 275.11(a)(2).

19 7 CFR 272.2(e) (4) .
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3135 APPROVAL OF NON-INTEGRATED SAMPLING PIANS. After you have submitted
yourplan(mthemrmerdescnbedelM),wewulevaluateltard
either approve it or disapprove it. Sametimes it will lack sufficient -
information, however, for us to do either, in which case we will
request you to provide additional information. Frequently, we will
cmdltmrallyapproveyourplancmxtuqeutmyourptwm
clan.fmtlmornaknngcertamnndlflmtlalsmtheplan. We will
mfcnnya.lifyom:'planmamwed(cclﬂltlanllyor
uncanditionally), disapproved, or if we need additional information.
Do not implement your sampling plan until we have approved it.

3136 APPROVAL OF INTEGRATED SAMPLING PIANS. The approval of integrated
plansissm;lartothatofrux—zntegzatedplans (see 3135), except
that each respective regional office reviews your plan. A joint letter
fruntherespecuvepmgramsmglcnaloffmswulbesenttoycu
advising whether the integrated plan is approved, disapproved, requires
additional information, or is approved for anly ane program. If a
decision camnot be reached because additional information is needed or
because of other factors, an interim reply will be sent advising you of
the reason for the delay and when a final decision may be expected.
The integrated design may be implemented only upan final approval of
the respective regional offices.

3200 MONTHLY ACTIVITIES.
3210  FRAME CONSTRUCTTON.

3211 GENERAL. FNS regulations address the appropriate camposition of the
Food Stamp sampling frames20. (See also 2100.) You must construct
two Food Stamp sampling frames: one for the year's active cases, the
other for its negative actions. These must be updated and samples
selected from them each month. These may take the form of camputer
files, hard-copy listings, or batches of documents (e.g., application
forms, household issuance records, termination notices, etc.). A
sampling frame may be camposed of one physical list, or a cambination
of many.

Though the sampling frames are updated every month, the data sources
and processing procedures should remain the same fram month to month.
mscn.bethesemyan'sanplugplan(seeBBO) Before using a data
source or processing procedure for the first time, investigate the
resulting sampling frame to insure that all appropriate Food Stamp
households or actions have a known, nonzero, chance of selection. You
can examine the camputer files by (1) producing a hard-copy listing of
the file (by "aumping™ the file or by ruming the sample selection
program against the file with an interval and randam start both equal
toaae)ardby(Z)readJngthecmputerpn:gramusedtoupdatethe
frame. Allfzamsshallhereta:ned,mﬂmrongn\ala:derand
camposition, as directed in 3131 and 3420.

20 7 CFR 275.11(e), (f),and (g).
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3212 CASES AND ACTIONS TO BE INCIUDED.
A Active Cases.

1

Inclusion Requirement. The sampling frame for active cases
must contain all households that received Food Stamp benefits
for any month during the year. The household must have been
certified prior to the end of the month for which the
associated benefits were issued.

Bamples. The following are specific examples of households
which should be included:

a Those certified but which did not receive benefits
because of 100 percent recoupment;

b Those certified through expedited service;

c Those that received benefits via a mamial issuance
medium;

d Those that received the initial allotment of their
certification period dquring the current sample month;

e Those which received a retroactive issuance, provided
they were certified prior to the end of the month for
which those benefits were issued. (These can be
included in the sampling frames for either the month in
issued. They are reviewed, however, with respect to the
month for which they are issued. The State is not
expected to include allotments for months which are more
ttanm:emrthramvedfxmthemrthofiss&mne.)

£ Households that were issued benefits under the rules of
a demonstration project approved by FNS, or were
certified through the Social Security Administration.

This is not meant to be an exhaustive list, and it assumes
that the households satisfy the inclusion requirement.

Data - You can construct Food Stamp sampling frames
from a variety of data sources. These include:

a Participation - Those households which redeemed an ATP
or were given food coupons directly. The rate of
reviews listed in error is usually lower, but such lists
are often not campletely available until after the
sample month;

3=-17
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long as with participants, but a higher listed-in-error
rate exists due to nonparticipation;

c Certification -~ Households which were approved for
participation in the program (i.e., certified
eligibles). The majority of this frame is available by
the first day of the sample month, but many reviews will
be dropped when the issuances are held and/or cancelled
and when ATP's are not redeemed. Duplication usually is
not a problem.

Select data sources for Food Stamp sampling frames on the
basis of timeliness, campleteness, and your administrative
capabilities (e.g., consideration should be given to the 95-
day time frame for campletion and transmission of data). Any
one source of data forcmstruct:.ngya.lrsanplngframsmay
not represent the entire target population. Wwhen this
occurs, develop additional lists to supplement your main
source of sampling units.

B Negative Actions.

1

Inclusion Requirement. The sampling frame for negative cases
must contain all actions taken to deny an application or
terminate a household prior to the end of its certification
pericd.

The frame(s) mybecastn:ctedbasedmtheactiml/decision
date or an the effective date. (The review date of that
action must be determined based upon Handbook 310.)

Examples. The following are specific examples of action
which should be included:
Actions that shorten the certification period;
b Households whose voluntary withdrawal request results in
a termination;

c Each action taken against the household that takes
effect, regardless of how many (i.e., multiple actions);

d Denial of a recertification;

e An action taken to deny or terminate a case due to
noncocperation, death of all household members, or
because the household moved fram the State;

b3 Households denied or terminated under the rules of an
FNS approved demonstration project, or whose application
forFoodStanpswasdernedbytheSocmSecurlty
Administration; and
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g Negative actions on cases that continue to receive
benefits pending a fair hearing.

out-of-Scope Cases and Actions. You should try to exclude from your
sanpling frame those cases that at the time of frame construction you

know to be out of scope. (mosecut-of-scope@sasymfm.lto
exclude, ymcodeasNotS\ijecttoRevxadlftheyamsampled) You
mayexcludethefollaangtzssfrmyoursanpllngfzamelfm
frame construction you can determine if a case belongs to the specified

category:

A

Active Cases?l,

1

Households receiving benefits under a disaster certification
authorized by FNS. Ttusdosmtnnludetmseholdsmm
are ctherwise eligible and receiving benefits under regular
certification standards.

A household in which all members have died or moved out of
State before the review could be campleted.

Households under investigation for an Intentional Program
Violation (IPV) that (1) have already been referred to your
fraud investigation unit and an investigation has been
scheduled to begin within 5 months, (2) areaxn:mtlymﬂer
active investigation, or (3) have a pending administrative or
judicial IPV hear:mgé

A household receiving only restored benefits for the sample
month.

'Ihosetx:useholdswhldudldnotrecelver'oodst:anpheneflts.
This includes those that were issued an ATP but did not
redeem it23, Similarly, those instances where food coupons
are returned as undeliverable by the Postal Service are also
Not Subject to Review. (This does not apply to coupans
returned by the client.)

21 7 CFR 275.11(f) (1). See Handbook 310 for a camplete discussion of Not
Subject to Review cases.

22 FNS Handbook 310, section 315.

23 An exception is that a household that had all or part of its allotment
zeca:pedtozepayaprloerodStanpwerlssaamelssubjectborevmeven

if they did not cash an ATP.
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B  Negative Actions?4.

1 Those cases that are closed due to the normal expiration of
the certification period.

2 A household that withdrew its application prior to agency's
determination of eligibility.

3 A household in which all members have died or moved out of
State subsequent to the selected action.

4 Actions associated with a transfer of category (e.g., PA to
NA) or county responsibility.

5 An action to reduce benefits.

6 A}mseholdwludlwasdem.edbenefltsthzuu;hdlsaster
certification proceedings.

C Suspensions. Actions to suspend a household are to be excluded
fram both the active and the negative frames.

3214 AVOIDING FRAME PROBIFMS. (See 2130 for sampling-concepts discussion.)
You should make every effort to avoid sampling frame problems—
including, but not limited to, those listed below:

A Periodic Order. If you sample systematically, your frame must not
be periodic in order (i.e., having cyclical variation) in a mamer
such that the cycle is a miltiple of the sampling interval. Such
frames, however, are very rare.

B Duplicate Sampling Units. You must subject an active household to
sampling and review only oence for each month it receives benefits.
(Because of retroactive benefits, an household may appear on a
mmmlyframemrethanamce,buteadia;peaxancemstrepxsenta
different month.) A particular household may have more than one
negative action in a month, but each action must be included in
the sampling frame only once.

In order to avoid the duplication of active households or negative
actions, ymsrnxldbeawazeofhowsmhdupllcatlmcanooarr
‘Ihefollow:ngaresaneexanplsmdxleadtomzltlplednanoesof
selection:

1 A;lggoflmamllstedmthefme For example,
a given household may receive its initial allotment, then

supplemental benefits, and then a replacement forthefnst
issuance (whic:hwaslost). If you do not restrict the

24 7 CFR 275.11(f) (2). See Handbook 310 for a camplete discussion of Not
Subject to Review cases.
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sampling frame to initial allotments (including retroactive
issuances), duplication will exist.

2 An issuance may be temporarily held and then released later
in the same month. If the frame is camprised of daily lists
of issuances, such a situation could result in duplication.

3 In a state that selects an integrated sample, a household may
be receiving only Food Stamp benefits at the begimning of the
month but is then certified eligible for AFDC benefits in the
middle of the same month. This household may be construed as
both a "Food Stamp Only" and an integrated case for the same
month, leading to possible duplication.

4 Same agencies may list a negative action once for each
program (FS, AFDC, Medicaid, etc.) that is affected. Thus
the action will have mcre than one chance of selection unless
the frame is ordered in a way to allow the selector to
cambine sampling units.

s A case should be listed only once for each negative action
that is taken. If there is not enough information on the
sample output to identify which action was chosen, each
action still has only one chance to be selected, but may have
more than one opportunity to be reviewed.

Missing Sample Units. Not only must each household/action not
have more than one chance to be selected and reviewed, but it
should have exactly one chance. Each and every element in the
universe must be represented in the frame. None should be
anitted. This frequently requires frames which supplement the
main source of sampling units.

Sane comnon examples of types of cases which are overlocked are:
1 Households whose benefits are issued mamually:;

2 Cases which have their certification period shortened rather
than terminated;

3 Retroactive issuances where the action to certify was made
before the end of the benefit month; and

4 Decisions to deny or terminate that are not processed until
the following month, or later in the same month.

Clustered Sampling Units. If your sampling frame contains
clustered sampling units, you must either (1) treat your sample as
a cluster sample or (2) repeat the occurrence of the clustered
sampling units in your sampling frame such that each occaurrence
correspords to a unique population element. For exanmple, assume a
sampling frame consisted of sampling units defined to be
participating households issued any benefits in the axrent month.
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Thus, if a given household was issued benefits jn the current
month both for the current month and for a previous month, the
household would appear only once in the sampling frame (because of
the definition of the sampling unit). In some cases, however, the
benefits for the previcus month are subject to review (e.q.,
household is certified in the previous month but not issued the
previcus month's benefits until the caxrrent month), so that both
allotments for such cases would be in the target population. If,
however, the benefits only for the current month are reviewed,
then reviewable previcus-month benefits issued in the current
month would never have a chance to be reviewed. To avoid this,
you must provide for such cases to be represented twice in the
sampling process, once for each month.

CQORRECTING FRAME PROBIFMS. It may be possible, under same
ciramstances, to mathematically correct for duplication without
resampling. The possibility of bias fram not representing same segment
of the universe, however, can only be removed by the subsequent
selection of a sample from that subpopulation (unless it can be shown
that the missing segment has the same distribution of errors and
allotments as the remainder of the population). Careful examination
arnd frequent monitoring of the sampling frames is a necessity.

SAMPLE, SELECTION.

GENERAL.. Each month you must update your sampling frames for active
ard negative cases ard select a random sample from each. In selecting
eadusanpleymm:stglveallczsesmthesamestraumanequalduance
ofhengselected Once you sample a household, you cannot replace
1tw1thasm:st.1urte25 For example, you cammot replace a household
that is inconvenient geographically by another household, even if you
substitute randomly. mmgmtlmmmnbmsyumsanple. If you
select a household for the active sample more than once in a year,
review it for each monthly sample in which it appears. If you select a
household for the negative sample more than once, review it for each
separate denial or termination.

You must ensure the local office does not have prior knowledge of the
cases scheduled for review. The reason is this may result in the local
agency, intenticnally or unintentionally, treating sampled cases in a
special manner. This would cause your sample to be unrepresentative of
the caseload ard your estimated error rates to be biased.
Conseguently, you must take special precautions to ensure that sampled
cases are not known to local offices prior to the case reviews.

25 The

sample selection for cluster sampling (see Exhibit B) can be an

exception to this statement.

26 The

non—-substitution rule applies to the final active or negative case

sanmples—not to the intermediate overlap-damain samples in integrated
sampling, for which the randam replacement of cases between sampling frames
is allowed.
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METHODS. There are only two different ways you can sample: you either
samplem;ugga_lm(elmmlm).crymsamlemmsof
cases (cluster sampling). The remainder of this section describes the -
two most camman methods of element sampling—systematic sampling and
simple-random sampling-—and describes ane method of cluster sampling.
Mﬂmaremlyafwsanple—selectlmm they can be
ncorporatednrtoammberof different sample designs. For example,
systematic sampling can be incorporated into stratified, unstratified,
or integrated sample designs. The following sample-selection methods
can be used to select not only your monthly samples but also other
typ&sofsamplassm:hast.hoseforcorrectugforwﬂex-or
oversanmpling (see 3410) or for replacing cases in integrated designs
(see 2250).

A Mj:_lg_S_arngg (See 2230 for sampling-caoncepts discussion.)
Systematic sampling reguires that your sampling frame consists of
ane or more lists of cases and that it can be sequentially
mmbered. If you lack such lists or cannot easily sequence them,
you should consider randam digit sampling (see 3222 C) or cluster
sampling (see Exhibit B).

Providing that your sampling frames are in suitable form, we
generally recamend systematic sampling (either stratified or
unstratified) for the selection of your monthly samples. We
recammend systematic sampling because:

1 It is relatively easy to administer——especially for mamual
sampling;

2 It yields unbiased error-rate estimates, except in a few rare
situations in which cases having similar probabilities of
error appear in the sampling frame at equally spaced
intervals; and

3 It yields a monthly sample size proportional to the monthly
caseload.

Though we generally recammend systematic sampling, you may have
certain conditions or constraints that dictate the use of
alternative methods. Consequently, you may propose in your
sampling plan alternative methods for sample selection.

The parameters for systematic sampling are the sampling interval
ard randam start. 3122 and 3123 describe how to determine
appropriate values for these parameters. 2230 describes
systematic sample selection when the sampling interval is a whole
mmber, such as 3 or 430.

When the sampling interval is a decimal mmber, such as 3.3 or

5.8, there are two sanple selection methods to choose fram. The
easier method is the “accumilation method". This method generates
two sequences of mmbers. One is an unrounded sequence in which
the first mmber is the random start and each successive mumber is
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abtained by adding the sampling interval to the immediately
preceding mmber. The second sequence is a rounded sequence
cbtained by rounding the first sequence to the nearest whole
mmber; it specifies the seguence mumbers of the sampled cases.
For example, assume the sampling interval is 4.6 and the random
start is 1.7. Then the two sequences are as follows:

1.7 6.3 10.9 15.5 20.1 24.7 29.3 33.9
2 6 11 16 20 25 29 34

A second, and more irvolved, method is to use *
sampling”. This uses K separate samples, each with a sampling
interval given by

= sampling interval for each sample replicate

=k *I (3-6)
where

I = the original sampling interval, and

k = the smallest integer such that multiplying k times I

For example, if I = 4.6, then k = 5, since five is the smallest
mﬂntwaenmltlphedby46g1vsann¢egerresnt (23).
Thus I, = 23. Each of the five samples requires a unique random
start between 1 and 23. Assume these are cbtained fram a randam
mmber table as 5, 8, 11, 13, and 20. Then the first 15 sampled
cases have the following sequence mumbers:

5 8 11 13 20
28 31 34 36 43
51 54 57 59 66

Simple-Random Sampling. (See 2220 for sample—concepts
discussion.) The advantages and disadvantages of simple-random
sampling depend an whether you select the sample mamually or if a
canputer program selects it autamatically.

1 Mamial Selection. Except for very small samples, marmual
selection of a simple-rardam sample is more time consuming
than marmally selecting a systanatlc-mndan sample of the
same size. The reason for this is the amount of time
required to abtain each randam mmber and to then check
whether the corresponding case has already been sampled.
Also, you must thoroughly document the source for all the
random rumbers so that we can reconstruct the sample in our
anmmal reviews of your sampling procedures (see 3420). For
these reasons, marmal selection of a simple-random sample is
allowed only for small samples such as reserve-pool sampling
to correct for urdersampling (see 3410 C) or replacement
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operations in integrated sampling (see 2250). The advantage
of simple-randam sampling in these situations is that the
desired mumber of cases to be sampled will be achieved
exactly; whereas for systematic sampling the mmber of
sampled cases may differ by one case from the desired sample
size, depending on the random start and any rounding of the
sampling interval.

Camputer Selection. A camputer program capable of selecting
a simple-random sample must be able to generate randam
mmbers. If you have access to a library function or .
already-written subroutine that does this (see Exhibit J),
then the programing effort to autamate simple-random
sampling_is about the same as that for systematic

sampling?’.

There are two different approaches to autamating the
selection of a simple-random sample. The Sfived-sampling~
fraction approach" requires a randam-mumber generator that
produces a real-value random mumber uniformly distributed
over the interval between 0.0 and 1.0. Execute the random
mmber generator for each case in the sampling frame. If the
resulting random mumber is less than or equal to your
sample's sampling fraction, then select the corresponding
case to be in the sample; otherwise, the case is not included
in the sample. 1In this approach the sample size is a randam
mmber with expected value equal to the product of the
sampling frames.

The “fived-sample-size approach” has two sampling parameters:
the mmber of cases in the sampling frame (denoted N) and the
rumber of cases to be sampled (denoted n). Use this approach
when both n and N are known—such as in corrections for
under- or oversampling and in replacement operations for
integrated sampling— and you want the sample to cantain
exactly n cases. Same subroutine libraries contain a
subroutine that will take N and n as arguments and return n
distinct integers uniformly distributed between 1 and N. If
you lack such a subroutine, use the following algorithm?8
to sample exactly n cases:

Step 1: Set variable ™ = n and variable TD = N. Set the
"case-pointer" to point at the first case in the
sampling frame.

27 Stateinyaxrsmplingplantheraneazﬂsanceofthecmputeralgoriﬂm
you use to generate random rumbers.

28 From

(1968), pp. 109-111.

i by Thomas Naylor, et. al., Wiley
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Step 2: Calculate T =TN / TD . Generate a real-value
random mumber that is uniformly distributed between
0.0 and 1.0. (Regenerate this mmber each time you
execute Step 2.)

Step 3: If the randam mumber from STEP 2 is less than or
equal to T, then go to Step 4. Otherwise, do not
the sample and go to STEP 5.

Step 4: Include the case pointed to by the case-pointer in
the sample ard decrease the value of TN by 1.0.

Step 5: If TN = 0.0 or the case pointed to by the case-
pointer is the last case in the sampling frame,
then exit. Otherwise, reset the case-pointer to
point at the next case in the sampling frame,
decrease the value of TD by 1.0, ard go back to
STEP 2.

If you select simple-randam samples for the monthly samples,
month, unless you are stratifying by time. This is easily
accamplished if you use the fixed-sampling-fraction approach.
If, on the other hard, you use the fixed-sample-size
approach, then you must calculate n by miltiplying the
constant sampling fraction by the monthly caseload. Using
the same value of n from month to month is allowed only if
successive monthly caseloads are exactly the same.

c Random Digit Sampling. Randam digit sampling is a special case
of cluster sampling: instead of sampling individual cases, you
sample group—identification mmbers, each of which is associated
mmagmofcasszg Use the following equation to determine
the mmber of group-identification mumbers that must be randomly
selected each month:

m/M = n/ (12 N) (3-7)
where

= mumber of group—-identification mmbers to be sampled each
month,

M = total mmber of possible group-identification mumbers,

29 Use formula (B2), Exhibit B, to determine the precision of randam digit
sampling. If you use the variance formula for simple randam sampling, you
in the size of the groups is a camponent of the variance.
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desired mumber of cases to be reviewed during the year,
ard

3
I

N = average monthly caseload subject to review.

The same group number can be selected for more than one month, but
the subsequent months selections must be campletely randam. To
prevent prior knowledge, the selected group numbers camnot be non-
randamly repeated from month to momth.

A cammon application of randam digit sampling uses a four-digit
graup-identification mmber and associates individual cases with
groups using the last four digits of the head-of-household's
social security mmber. (If the head of household does not have a
social security mmber, you must randomly assign a four-digit
mmber to the case>.) Then M = 10,000 and

m = mumber of four-digit mmber to be randamly selected each
month
= 10,000 n/ (12 N)

833 n/ N (3-8)

For example, if your anmual mmber of reviews is 1200 and your
average monthly caseload is 72,000, then each month you should
randamly select (833) (1200 / 72,000) = 14 mubers.

For randam digit sampling, we especially want to emphasize the
following: (1) you must ensure that bias does not arise fram local
agencies' prior knowledge of the selected group-identification
numbers, and (2) you cannot make substitutions for sampled cases.
If all groups contain approximately the same mumber of cases31,
you do not have to weight your data to calculate error rates.

MONTHLY REFORTING REQUIRFMENTS.

GENERAL. Each manth report to us two types of information: the
findings from your individual QC reviews and a summary of your sampling
and review activities32. For the latter, camplete Form FNS-248
("Status of sample Selection and Completion"), which we describe in
detail in 3232. Send us the FNS-248 report so that we receive it no
later than 105 days after the end of the sample month33.

30 7 CFR 273.6 requires all individuals in a Food Stamp household to have a

31 Anzleofttnmbisthatmgroupsrmlddifferinsizefrmtheavemge
size of all the groups by more than 10 percent.

32 7 CFR 275.21.

33 7 CFR 275.21(c).
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To report the individual findings for your active cases, use the
Integrated Quality Control System software to transmit them to our
National Coamputer Center at Kansas City. For negative cases, send us
listings of your negative cases at least monthly indicating case
dispositions and findings. Also, include lists of dropped (not
campleted ard not subject to review) negative cases. All cases
selected in a sample month shall be disposed of and the findings
reported to us within 95 days fram the end of the sample month.

For each case that remains perding 95 days after the end of the sample
month, you must send us a report that includes an explanation of why
the case has not been disposed of, documentation describing the
progress of the review to date, and the date by which it will be
campleted. If we determine that this report does not justify the
case's pending status, the case shall be considered overdue. Depending
upon the number of overdue cases, we may find your QC system to be
inefficient or ineffective and as a result susperd or disallow a
portion of your Federal share of administrative funds34.

FORM FNS-248 SUMMARY REPORT. The Form FNS-248 you submit each month
tracks the progress of your sample selections and case campletions over
the course of the year. Exhibit K, attached, contains the November
1989 revision of Form FNS-248 and the instructions for its completion.

END-OF=YFAR ACTIVITIES.

DETERMINATION OF THE ACTUAL OUT-OF-SCOPE RATE. At the beginning of the
year, you use the projected out-of-scope rate, d, to calculate the

target sample size (see 3121.3) and the predicted subject-to-review
caseload (see 3110). At the end of the year, you use the actual ocut-
of-scope rate to calculate the actual subject-to-review caseload (see
3320).

At the end of the year, calculate the actual out-of-scope rate as
follows:

A Unstratified Samples.
1 Formula.
d = out-of-scope rate
n(NSR) - n(deselect)

= (3-9)
n(select) - n(deselect)

where

34 7 CFR 275.21(b) (4).

3-28



(3310 A 1) FNS HANDBOOK 311

3320

n(NSR) = mmber of cases you disposed during the year as Not
Subject to Review for any reason (including cases
deselected in a correction for oversampling),

n(deselect) = mmber of cases you deselected during the year
in any corrections for oversampling, ard

n(select) = mmber of cases selected from the sampling
frame, fram a reserve pool, or in any
supplemental sampling to correct for
undersampling. Exclude cases you put into a
reserve pool but did not withdraw fram the pool
to correct for urdersampling. Include cases
that you initially selected then later
deselected to correct for oversampling.

2 Example. Prior to an adjustment for oversampling, you had
selected 500 cases. Of these 500 cases, 50 were disposed as
NotSubjecttoRev1ew(NSR)bemusetheywereaxtofscope
The adjustment for oversampling deselected 20 cases fram the
500 sampled cases. You changed the disposition codes for
these 20 cases to NSR. (Unless the case was already NSR, and
then no change was made.) At the end of the year, you had
selected 1100 cases. (This jincludes the 20 deselected
cases.) Of these 1100 cases, 90 had disposition codes of
NSR. Thus,

d = (90 - 20) / (1100 - 20) = 0.065 .

B Proportionally Stratified Sample. Ignore strata and apply
equation (3-9) to all of your data for the year.

c Disproportionately Stratified Samples. Use equation (3-9) to
calculate the actual out-of-scope rate for each stratum.
DETERMINATION OF THE ACTUAL, SUBJECT-TO-REVIFW CASEIOAD. At the end of

the year, yamactuals:bject-to-revxew@seloaddetemjxmyam
minimm sample size if it is less than your projected caseload or more
than 20 percent greater than the projected caseload (see 3121.1 B).
Also, you will need actual subject-to-review caseloads if you use the
direct approach (see 3110) to predicting caseloads for future years.

At the end of the year, use ane of the following formulas to calculate
the actual subject to review caseload:

A Unstratified les.
N = actual average-monthly caseload subject to review

N'(1-q) (3-10)
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N'—average—mﬂﬂyf:amesuecalcnlatedfrannmrthsof
exact counts of the number of cases in each month's
sampling frame, and

d = the out-of-scope rate calculated at the end of the year
(see 3310).

Substituting the formula for d in eguation (3-9) into equation
(3-10) gives the following alternative equation for calculating
the actual subject-to-review caseload:

N = actual average-monthly caseload subject to review
=1I [ n(select) - n(NSR)] / m (3-10')
where
I = (mN') / [ n(select) - n(deselect) ] , (3-11)
(m N') = aggregation over m months of monthly frame sizes,
n =12,

and n(select), n(NSR), and n(deselect) are defined in 3310. If
you are sampling systematically and have not selected cases from a
reserve pool, then in place of using eguation (3-10) to calculate
a value of I, you can use the following to cbtain I:

1 If you are employing reserve-pool subsampling, I is the
effective interval (see 3122.3).

2 Ifymhaveconectedforovexhormﬂersamplmhyadjustlm
your sample (see 3410), I is the modified sampling interval
in effect after the last sample adjustment.

3 If neither situation 1 nor 2 apply, then I is your sampling
interval calculated at the begimning of the year (see
3122.2).

ionally Stratified es. Ignore strata and apply
equation (3-10) or (3-10') to all of your data for the year.

i iona Stratifi les. Use equation (3-10) or
(3-10') to calculate the actual caseload in each stratum. If you
use eguation (3-10'), m is the mmber of months the stratum is in
effect. For example, if stratum 1 is Octaober through February and
stratum 2 is March through September, then m = 5 for stratum 1 ard
m = 7 for stratum 2. On the other hand, if stratum 1 is public
assistance (PA) cases for the entire year ard stratum 2 is non-FA
cases for the entire year, then m = 12 for both strata.

Except in the case of stratification by time (see 3414), you do
not have to calculate a weighted or cambined average-monthly
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caseload. For the case of stratification by time, calculate a
weighted average-monthly caseload by weighting together the
stratum-level average-monthly caseloads with weights of m/12,
where m is the mumber of months the stratum is in effect.

3330 COMPLETTION OF FORM FNS-247. Form FNS-247 summarizes the data cbtained

from your active and negative samples over the course of the year.
Exhibit L, attached, contains the February 1990 revision of Form FNS-
247. (Prior to its revision, this form contained four parts mumbered
247.1 through 247.4. Part 247.1 we revised and renamed as the
(revised) Form FNS-247, which no longer includes parts 247.2, 247.3,
and 247.4. Though you can cbtain autamated reports for Parts 247.2,
247.3, ard 247.4 from the IQCS software, we no longer require you to
send them to us. At the end of the year, camplete Part Form FNS-247
according to the instructions in Bdhdibit L.

We must receive your campleted Form FNS-247 no later than 105 days
aftertheerdofthefiscalyear—ﬂ:atis,byJa:maxyn35.

In campleting Form FNS-247, account for all cases selected in your
active and negative samples. Include cases that are campleted, not
campleted, and not subject to review. In addition, break ocut the
annual totals for those cases involved in approved demonstration
projects or processed by the Social Security Administration 36.

(There is no colum an Form FNS-247 in which to place these additional
totals. Consequently, you will have to place that information at the
bottam of the Form FNS-247. Ammotate the additional totals with a
footnote.)

If you have a disproportionately stratified sample, enter stratum data
in the additional colums provided on the Form FNS-247. A separate Form
FNS-247 will have to be prepared if your sample contains more than four
strata. Enter the stratum identifier and stratum interval in the column
headings provided. In addition, calculate an entire-sample entry for
lines 2 and 4 (end of year minimm sample sizes) ard a weighted entry
for line 12 (the negative-case error rate). Annotate each Form FNS-247
as to what information it is summarizing.

If your sample is disproportionately stratified, record the data for
individual strata in separate colums. Do this for all lines
containing four colums. Enter stratum identifiers in the column

35

36

7 CFR 275.21(d) and (e). Prior to the February 17, 1984 regulatory change,
the Form FNS-247 consisted of four separate parts: Parts 247.1, 247.2,
247.3, and 247.4. Part 247.1 was renamed FNS-247. Parts 247.2, 247.3, and

247.4 were made optional by this rulemaking.

Item 27 of the Integrated Review Schedule contains the case-classification
code, which codes cases processed by the Social Security Administration and
cases involved in approved demonstration projects as 2 and 3, respectively.
See Section II of the or Acdul and

Medicaid Quality Control Rewviews.
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headings. If the nmumber of strata exceeds four, use additional forms.

For lines containing only one column, mterﬂmereqtmstedeﬂtue—sanple
value.

END-OF-YEAR RPCONCTIIATTION. At the end of the year, we will send you
data listings for cases you have transmitted to our National Camputer

Center in Kansas City (NCC-KC). These listings will show for
campleted cases those data entries important for error-rate
estimation. Though what you transmit during the year is your official
data, it is important to reconcile any differences between the provided
listings and your own records. For example, your records may show more
cases than do the listings of the data at NCC-KC; this may be because
there are same cases you have not yet transmitted to NOC-KC.

Once a case has been subjected to federal subsampling the protected
fields camnot be changed. There are same fields, however, that can and
mst be corrected if they are incorrect because of their impact on
error-rate estimation. Depending on your sample design, the
correctness of same or all of the following fields may be crucial for a
valid estimation of the error-rate for your State:

A Sample Month and Year (field 3 of the Integrated Review Schedule),
B Stratum Code (field 4), ad
C Case classification (field 27).

Partofthereconc:lmt;mprocsszstoemsuretbatallofyax
traramttedcassccntamtheapproprlatecodugmtheflelds
mentioned above. Another part of the process is to identify cases
that (as a result of post-transmission data changes) have erronecus
findings, such as a correct case with an error amount.

OTHER ACTIVITTES PERFORMED DURING THE YEAR.

SAMPLING CORRECTIONS. In preparing your sampling plan, you must
predlctvarlcussamplnx;parametersforthecaun;year These include
caseload sizes, out-of-scope rates, and overlap proportions. Such
predictions permit you to plan for an expected mmber of case reviews.
later during the year, however, you may find the resulting mmber of
revimtobevaydifferentfmmwlutymhadplarmed.

If this occaurs, consider making a sampling correction. A "correction
for urdersampling” increases your sampling rate3’. You should
consider making this type of correction if you suspect without it your

37 See 2210 for the definition of "sampling rate". For systematic sampling
the sampling rate is the reciprocal of the sampling interval.
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ammalmmberofreVLewswillbelssthanyourerﬂ—of-yearmininum
sample size (see 3121.1). If such a shortfall does occur, your
canpletion rate (defined in 3121.4) mllhelessthanlOOperca‘xt ard
wewnllccnsequentlyadjustyourregrassederrorrateupwaxd

upon the magnitude of the shortfall, wemayfnﬂycurgc

Deperding
system to be inefficient or ineffective and consequently suspernd or
disallow a portion of your Federal share of administrative funds39.

A “correction for oversampling" decreases your sampling rate. You may
wanttoperformaconectlmforoversanpllnglfycuflndyansdfm
the following situation:

A You suspect without a change in sampling rate your anmual number
of reviews will be considerably greater than the larger of (1)
your end-of-year minimm sample size or (2) your desired anmial
mmber of reviews, ard

B A portion of the projected excess mumber of reviews will occur in
the months that follow.

Indecmrgwhethertomakeasanpllngconectlm,ymcanpareycur
anmual mmber of reviews with your minimim sample size. At the end of
the year, you, of course, know these values. At mid-year, however, you
must project them. 3411 describes the associated calculations.

There are two different methods for making sampling corrections:

sample adjustment and stratification-by-time. A sample adjustment
dmangsthesanplzngntemallnmrﬂlsofﬂleyear
Stratification-by-time changes the sampling rate only in those months
following your decision to make a sampling correction. 3412 and 3413
describe sample adjustment; 3414 describes stratification-by-time. For
both metheds, 3415ard3416desc:r1beassoc1atedreport:ngaxﬁdata

mnagamxtreqmratents

Be@useasanphngconectlmdmang%oneormmsampln\gparanete:s
1tcharg&sya1rsa1mlnmgplan Hence, we must approve your proposed
sampling correction prior to its mplenentatlm. For a sample
adjustment, call us first for approval. If we approve it, then send us
adescrlptlmofymzrnewsanplugpamnetersandyouradjustnentof
sanplesmprecedngmrths Stratification-by-time, on the other
hand, requires demonstration of equal-or-better precision.

Consequently, if you are stratifying by time, send us a written
proposal 30 or more days prior to implementation.

DETERMINING THE NEED FOR A SAMPLING OORRECTTON. The key factor in
ining whether you should make a sampling correction is the

magnitude and direction of your error in predicting the average-monthly

38 7 CFR 275.23(e) (6) (iii).

39 7 CFR 275.11(c) (2), requirement to correct excessive undersampling;
7 CFR 276.4, suspensian/disallowance of administrative funds.
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caseload subject to review. cm'sequently,ymmstfustcalwlatean
updatedestmateoftteaverage—mnﬂﬂycaseloadarﬂthendetemueﬂe
effectsofanycaseloadd)angemtheexpectedandmmmmsanple

sizes.

esta.mate for't:heyearoftheaveragemonthlyaseloadszbjectto
review. Use the following formla:

N, = updated&stlmatefortheexm.reyearofaverage
manthly caseload subject to review

= [(m) (N1) + (12-m)(N2)] / 12, (3-12)

m = mmber of preceding months,

Nl = ave:age—m'lthly subject-to-review caseload calculated by
applying equation (3-10) ar (3-10') (see 3320) to the
preceding m months, arnd

N2 = projectedaveragemrmny@seloadsxbjectto
review, averaged over remaining 12-m months.

If you believe the m preceding months are representative of the entire
year, use instead the following formuala:

N, = N1. (3-13)
DETERMINING THE EFFECTS OF CASFIOAD CHANGES.
A Unstratified Systematic Samples: Use of "Ouick Test!. Except for

a few rare situations (described below), you can for systematic
sanplesqulcldydetermnelfym_s_lggl_._tmkeasanplng
correction. This "quick test" is based on the relationship
between the beginning-of-the-year estimate of average manthly
caseload, Ng, and the updated estimate, N,. Perform the quick
test as follows:

1 Determine the applicable row of the table in figure 3-1 (see
3114) based an (1) the type of case—act:.veornegat:we, (2)
your decision about reducing the active sample size; and (3)
the imterval comtaining both Ng and N,. (If No and N, are in

ycuslmldmakeuseoftheworksheetdscnbedmmnza)
2 Determine the applicable column of the table based on the
relationship between Ng and N;. For example, if N, is larger
than Ng, use the colum labeled "over-prediction”.
3 A positive number at the intersection of the selected row and
column indicates a SURPIUS. That is, the mmber of reviews
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is expected to exceed the minimm sample size. Consequently,
you should not correct for undersampling, and you may want to
consider a correction for oversampling. )

4 A negative mmber at the intersection of the selected row and
column indicates a DEFICIT. That is, the mumber of reviews
is expected to be less than the minimm sample size. Thus,
you should correct for undersampling. (NOTE: This result
assumes that the sampling interval is exactly equal to the
beginning-of-the-year estimate of the average monthly
caselcadd:.vxdedbytheuutaalm:ummsanplesmeper
month. If the sampling interval is smaller than this because
of(l)mm:luagdowntothenearestutegeror@)yu:r
adinmga:traczsstothedenamnatorofthesanplmg—
interval formula, then a carrection for undersampling may not
be needed even though the quick test indicates a DEFICIT.)

Yw&zn&stmateﬂlenagnluﬁeofﬂaeSURPLUSorDEFIcrrbymntlplyng
the applicable entry of table 3-1 by the mmber of percentage points
of caseload wder- or over-prediction—that is, by

absolute percentage error = |100(N, - Ng)/Ne|* . (3-14)

DepeniugmﬂlemagnlumoftheSURPnlSormZFIC[Tarﬂhwmnymm
months remain to be sampled, make a decision on whether to correct for
under- or oversampling. It may be preferable to postpone making a
correction until later in the year when a trend may be more definite.

'.[heqmcktstw:llg:.veu:correctmltsxf(l) your sample is
disproportionately stratified or not systematic, (2) your sampling
nrtervallsbasedonadesuedsanple51zethatnslaxgerthanthe
minimm sample size, or (3) you fail to calculate the interval in the
manner described in 3122.

B General Procedure: Use of Work Sheet.

The work sheet in Exhibit M, attached, presents a general procedure to
detennmetheeffectsofaaseloadd’xange This procedure can be used

for any type of sample.

3412 SAMPLE ADJUSTMENT OF UNSTRATTFTED SAMPLES.
A General. Asampleadjustmentd'langsthesampllngratemalllz

the sampling rate. Ifsanpl:mg:.ssystanata.c,asanpleadjusbxem:
corrects for undersampling by decreasing the sampling interval
arxiconectsforcversanplnghy:ncraasugthesanplngnlterval

* |x| is the symbol for the absolute value of X. The absolute value of a
mmber is always positive. For example, |[-3| = +3.
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when you adjust a sample during the year, you (1) change the
sampling rate for following months and (2) modify the samples frun
previous months. The type of modification of the samples from
preuousnr:nthsdq:endsmwhetherywareco:rectngfcrmﬁerb
orovezsanplnx; when correcting fou:'.mﬂersa.uq.alm, you modify

sample for all previous 12 months.

Nonatterwhenymdoasanpleadjusmrt—dunmtheyearorat
theerxioftheyeaz—ymmstredetmnneyournnnthlysanphng

parameter(s). Part B explains how to do this. You then modify
your samples for the previous months. Part C(1) explains how to
do this when correcting for undersampling; Part C(2) for
oversampling.

Determine New Sampling Parameter(s). You must redetermine the
monthly sampling parameter(s), even for an end-of-year sample
adjustment. Do this the same way as you did at the beginning of
the year except for the following changes:

1 Use updated values (see 3411) for both (1) minimm sample
size and (2) average-monthly caseload subject to review,
instead of the predicted values in the sampling plan; and

2 If appropriate, use updated estimates of sampling-frame
characteristics, such as proportions of overlap or listed-in-
error cases.

3 If you are sampling systematically and are adjusting the
sample during the year, you must reselect same or all of
random starts for subsequent months in the following
situations:

a If adjusting for oversampling, reselect all randam
starts for following months. The reason is that your
revised sampling interval is larger than the previous
interval, ardallprev:.wslyselectedzarﬂanstartswere
uniformly distributed only up to the previous sampling
interval.

b If adjusting for undersampling, you need reselect only
those following-months' random starts that are larger
than the revised sampling interval.

c If in the absence of a sample adjustment you would have
needed no following-months' randam starts (because of
retaining prior-months' *tail counts"), then you will
need to select only ane randam start (uniformly
distributed over the revised sampling interval) to
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determine the first sampled case following the sample

adjustment.
C  Mcdify Samples From Previous Months.
1 ous for 1 .
a  Sampling Frames for Supplemental Sampling. To correct

the previous months for undersampling, obtain additional
cases by selecting a supplemental sample for the
previous months. You can use one of two methods:
replicated sampling or subsampling from a reserve pool.
In replicated sampling you perform all sampling at the
time of sample adjustment by selecting the sample from
one of the following sampling frames:

i All cases previously exposed to sampling (called
the "all-previous—cases sampling frame"), or

ii All cases previously exposed to sampling that were
not selected (called the "nom—selection sampling
frame").

Alternatively, you can subsample from a reserve pool
to select the supplemental sample. This consists of two
sampling phases. You perform the first phase every month
by selecting "reserve cases", which are cases you do not
review the first time you sample them. Instead, you set
them aside for use in a secord phase of sampling. This
ocaurs at the time of sample adjustment—when you abtain
the supplemental sample by subsampling the reserve pool
consisting of all reserve cases fram previous months.
You then review for the supplemental sample only the
reserve cases you have subsampled.

If you are sampling systematically, 3122.3 explains how
to determine the sanpling intervals for putting cases
into a reserve pool. Either systematic or simple-random
sampling can be used to remove cases from a reserve
pool. (See 3222A and 3222B.)

Generally, replicated sampling is easier than
reserve-pool subsampling if (1) you use a camputer for
sample selection and (2) you retain in computer-readable
form all the sampling frames for previous months.
Otherwise, you may find reserve-pool subsampling to be
the easier method.

Describe in your sampling plan your frame for the
supplemental sample. (In reserve-pool subsampling, the
reserve pool is the supplemental sampling frame.) The
selection of the supplemental sample must be rardom.
Also, every case in a given stratim of your supplemental
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sampling frame must have equal probability of being
selected.

Supplementing a Systematic Sample. If you are (1)
selecting the additional cases by replicated sampling
and (2) using systematic sampling in the original and
supplemental samples, calculate the interval for the
supplemental sample fram one of the following formilas:

i For sampling fram the all-previous-cases sampling
frame,

I(supp) = sampling interval for supplemental
sample

= (I)(TX")/(I-1") (3-15)
ii For sampling fram the non-selection sampling frame,
I(supp) = (I-1)(I)/(I-I') (3-16)
where
I = previous-months sampling interval, and
I' = new, following-months sampling interval.

Generally, the sampling interval for the
supplemental sample will be large. Consequently,
it is not necessary to use a decimal interval for
selecting the supplemental sample.

General Procecure. When you are not able to use the
above sampling-interval formilas, use the following
procedure for determining the target sample size for the
supplemental sample:

eters(s), even if this is an end-of-year sample
adjustment. (See Part B.)

Step 2: Use results from Step 1 to campute the
subsequent-months sampling rate.

Step 3: Multiply result fram Step 2 by the mmber of
to estimate mumber of cases in the previous
months that would have been selected had the
new sampling parameter(s) been in effect.

Step 4: If you made a sample adjustment correcting for
oversampling in the previous months, subtract
the mmber of deselected cases from the total
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muber of cases selected for review in the
preceding months. Otherwise, the result of
this step is the total mmber of cases selected
in the preceding months.

Step 5: Subtract the result from Step 4 fram the result
from Step 3 to abtain target sample size for
the supplemental sample.

The above procedure gives the target sample size of the
supplemental sample regardless of the supplemental
sampling frame and the type of sampling.

Cases Selected Twice. There are two situations in which
it is possible for the supplemental sample to select a
case that has been previously selected. One of these
situations is when you select the supplemental sample
fram the all-previous-cases sampling frame. Then it is
possible to select the same case in both the original
sample and the supplemental sample. Except in States
with very small caseloads, this is extremely rare. If
it does occur, however, keep the case in the
supplemental sample with the same QC findings as in the
original sample but change its review mumber for the
supplanental sample. The reason for this is that

thecasemthesupplema-rtalsanplels
statistically valid, but for purposes of data management
evexysanpledcase(mthesamesm—nnm:hperlod)mst
have a unique review o,

The other situation for possible double selection occurs
when a correction for undersampling follows a correction
forcversanpl:.rg(seepartCZ). A case can be selected
mtheorlgznalsanple,daselectedmtheoversanplnig
corzectlm,ardthenrnselectedmtbemﬂersanpluxg
correction. This is also extremely rare. If this
should occur, however, keep the case in the supplemental
sample and maintain its deselection fram the ariginal
sample. (Itlsrntneoassarytochargeﬂxemevmmber
to identify the case in the supplemental sample.)

ling. If you want to

£ P 3ing Months F .
correct for oversampling, you can either (1) adjust your

sample, which involves deselecting same previously selected
cases, or (2) stratify your sample by time (see 3414). If
youhaveccnpletedtherevmforalargeportlonofyour

-months' cases, we generally recammend

stratification by time instead of sample adjustment because

40 The Imtegrated Quality Comtrol Software anly requires unique review mumbers
within each of the two 6-month periods: October through March and 2April

through September.
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the latter discards information for already-campleted
reviews. In integrated sample designs, however, if
stratification by time has undesirable effects on AFDC and
Medicaid QC activities, then sample adjustment would be the
preferred method for correcting for oversampling.

If you are selecting your monthly samples systematically, use
the following formula to calculate the deselection interval:

I(deselect) =I/ (I - 1I°) (3-17)

I = the previous-months sampling interval, and
I' = the new, following-months sampling interval.

You use the deselection interval to systematically sample
from the set of all previously selected cases. (This
includes campleted, not completed, and not subject to review
cases.) The cases chosen in this deselection sample you code
as Not Subject to Review.

If you are not selecting the monthly samples systematically,
ywm.stcalmlatethenmberof@sstobedselected You
can use the general procedure described in the preceding
section for determining the target sample size of the
supplemental sample for an undersampling correction. This
procedure will yield a negative mmber, which is the mmber
of cases you should deselect using either systematic sampling
or simple random sampling without replacement.

. A sample adjustment of a stratified

ADJUSTING STRATTFIED SAMPLES
sample retains the same mmber of strata, but changes the stratum

sampling rates. This is different from a stratification-by-time
correction (see 3414), which increases the mmber of strata. The
pu:ocedureforadjustin;astmtifiedsanpledependsonammberof
different factors. These include (1) the camparison of sampling rates
across strata before adjustment (all-equal or not—all-equal), (2)
camparison of stratum sampling rates after adjustment, and (3) the
relationship between pre— and post-adjustment sampling rates. This
latter factor arises fram the following eguation:

where

= £'y/fn, (3-18)

= the sampling rate for stratum h before sample adjustment, and

f'y = the sampling rate for stratim h after sample adjustment.
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Iftbe}q,'sarethesameacrossallstrata, the sample adjustment is
ane of "constant scall_xg" otherwise, it is said to be of "variable

scaling". The table in figure 3-8 assigns a situation mmber to each
possible cambination of the pertinent factors.

Figure 3-8
STITUATION NUMBERS FOR ADJUSTMENT OF STRATIFIED SAMPLES
sampling
rates type
before of sampling rates after adjustment
adjustment scaling all-equal  not-all-equal
All-equal Constant Situation 1 Impossible
All-equal Variable Impossible Situation 2
Not-all-equal Constant Inmpossible Situation 3
Not-all-equal Variable Situation 2 Situation 2
(special case)

Here's how to handle each of these situations:

A

Situati . Ignore strata. Adjust the sample as if it were
unstratified. (In an undersampling correction, allocate the
mmberofsupplementalasesacmssstzataprq:ortmnaltoeadm
stratum's total frame size for prior months. In an oversampling
correction, allocate the mmber of deselected cases across strata
propomﬁalweadlstranm'stxmormrths)

Situation 2. The sample adjust:na-rl:s for Situation 1 or Situation
3 possesses a possible drawback in integrated samples; that is,
theccnstam:scalugofsanplugzatsmyadvezselyeffect AFDC
or Medicaid QC activities. Variable scaling may avoid this
problem. To perform a Situation 2 adjustment, you must first
reallo:ztetheFoodStanpsanplebasedcntheuprhtedmmmm
sample size (see 3411) . This reallocation must satisfy the
equal-or-better precision requirement (see Exhibit E) and the
zst:ramtsthatcatsedymtorejectcastarrtscalng Then
calculate following-month sampling parameters for each stratum and
use these results to specify supplemental samples to be drawn from
the previous months in each stratum in a correction for
undersampling or to specify deselection in each stratum in a
carrection for oversampling. Because of the camplexity of a
Situation 2 adjustment, we don't recammend it unless both constant
scaling and stratification-by-time (see 3414) are unacceptable.
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C Situation 3. The subsequent-month sampling rates are given by the
following equation:

£'h =K £y , (3-19)

where
kK =DNeny/ (Ny ne) (3-20)

and fp, and f'} are defined above. Thus, if you are correcting for
undersamping k is greater than one, and if for oversamplirg, less than
cne. If you are sampling systematically, then

new, following-months sampling interval for stratum h

= Ik , (3-21)

Ih

where
I;, = previocus-months sampling interval for stratum h.

Use these results in eguations (3-15), (3-16), or (3-17) to specify
supplemental samples to be selected in each stratum when correcting for
mmmlmwmmlfywlmmmmmm
for oversampling.

STRATIFICATION BY TIME. The second way of correcting for under- or
oversampling is to stratify by time. This designates the cases in
months following the correction to be in a different stratum from the
cases in previous months. For example, if you make a sampling
correction in March, then October through February are one stratum, and
March through September, a second stratum. If you make a second
sampling correction in June, then Octocber through February are one
stratum; March through May, a second stratum; and June through
Septenber, a third stratum.

The purpose of stratification by time is to allow you to use different
sampling rates in different strata. Therefore, in the stratum that
follows the sample correction, increase the sampling rate to correct
formﬁersampluganddecreaselttoconectforaversanplmg If you
are sampling systematically, this corresponds to decreasing the
sauplu;g:ntervaltocorrectformﬂexsanplugandlnczeasugthe
sampling interval to correct for oversampling.

The resulting stratified sample design must satisfy the equal-or-
better-precision requirement described in Exhibit E. As is discussed
in E340, if the true error rates are the same in different time strata,
thenus:'mg stratification by time produces a loss of precision. Thus,
mordertom:ntamprec:snm,ymmn:mmsanplesmnmasslf
you stratify by time. This increase is fairly small, however, except
when the stratum allocations are extremely disproportionate. In the
caseofcorrectugforoversanplng,theincreasemthemmxmmsanple
size resulting fram stratification by time is usually less than the
mmberof@sesthatwouldhavebeendselectedlfymhadadjustedthe
previous-months' sample instead of stratifying by time.
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If you are sampling systematically, the following formila yields the
appropriate sampling interval for the stratum containing the months
subsequent to the sampling correction:

Ip = sampling interval for the post-correction stratum

(12-m) N2 / ny (3-22)

sample size for the post-correction stratum that is
needed to satisfy the egual-or-better-precision
requirement (See E340.)

and m and N2 are already defined in 3411.1.

"p

REPORTTNG REQUIRFMENTS. The following sampling corrections entail
additional end-of-year reporting activities (See 3330.):

A Supplemental Sampling Fram a Reserve Pool. If you correct for
undersampling by randomly selecting cases from a reserve pool,
then at the end of the year you must tell us how many cases were
put into the reserve pool during the year and how many cases were
selected from the reserve pool. This reporting requirement can be
satisfied by your preparing a separate FNS-247 report for the
reserve pool cases. If cases were put into a reserve pool but
none were selected for a sampling correction, then reporting of

B Stratification by Time. Complete the FNS-247 report in accordance
with the directions for a stratified sample design.

DATA MANAGFMENT REQUTRFMENTS. The following sampling corrections have
associated data management requirements:
A Sample Adjustment To Correct for Oversampling. Code deselected

cases as Not Subject to Review. (For cases you have already
transmitted as Campleted or Not Campleted, provide us a list of
those you have deselected, and we will change their
dispositions.)

B Stratification by Time. Use separate stratum codes to distinguish
thosemnthsprmrtothesanplmgcorzectlmfrunthosemrths

following the sampling correction.

PREPARATION AND PARTICTPATION IN FNS REVIFWS OF SAMPLING PROCEDURES.
Ammlly,wemllrenewyuxrpu:watmforsanplm reporting arnd
datamnagatent We will determine if they satisfy your sampling
plan, FNS policy manozanda, regulations CFR 275.11 through 275.13, and
standard statistical practices. The review will consist of discussions

41 7 CFR 275.3(c) (1) (iv).
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between you ard the FNS reviewer about these procedures and his/her
examination of related documents.

The major portion of the review concerns your sampling of active and
negative cases. We will examine your sampling procedures for the
mr,year that is, forﬂleflsmlyearcom:amuxgﬂaedateofﬂme
review. Also, if we believe it necessary, we will review your sampling
procedures for the precedirng year.

A

C

Preparation. In preparation for the review, you should be

prepared to:

1 Discuss sampling procedures in general;

2 Reccmstmctsanplulgpzucedmestslngﬂxeorlgmal sampling
fmorusu:gccplsoftheorlgmlsanplnlgframs (such
as copies stored on microfiche or magnetic tape);

3 Examine computer programs/flow charts which construct the
sampling frame(s) and select the sample;

4 Review the methods used to estimate caseloads:;

5 Outline procedures and controls used to cbtain, edit,
tabulate and report Quality Control data; and

6 Assanbleanyothermterlalordatarequ&ebedbytheReglcmal
Office.

Assembly of Materials. Before the review, assemble the materials
needed to document the above activities. These materials
include:42

1 Original sampling frames for active and negative cases,
2 Active and negative sample lists,

3 Cnp.xte.rprogransccnstructlrgﬂxesaq:lulg frame(s) and
selecting the sample,

4 Caseload estimation work sheets, and

5 Tracking logs.

Review Agenda. Necessary staff should also be available for
discussion of the sampling activities and documentation. A
typical review agenda would incorporate the above points, optional
brief entrance and exit conferences, ard discussion of specific
sampling problems.

42 7 CFR 275.11(a)(4) and 275.4(a), (c).
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GLOSSARY

"Accuracy" means an opposite-sense description of bias. If an estimate's bias
is large, the estimate is said to have low accuracy. If, on the other hard,
the estimate's bias is small, the estimate is said to have high accuracy. The
term "validity" is synonymous with "“accuracy”.

"Active case". See section 130 of Handbook 310.

"Actual ocut-of-scope rate" means the end-of-year ratio of the mumber of out-of-
scope cases to the mumber of reviewable cases. It is calculated from equation
(3-9), and for disproportionately stratified samples a separate calculation is
performed for each stratum.

"Actual reviewable caseload" means the end-of-year estimate for the average-
monthly caseload subject to review. It is calculated from the equations in
3320.

"Actual sampling interval". One way to select reserve-pool cases is to use
two-phase systematic sampling: you first select a systematic sample and then
systematically subsample it. Cases selected in both the (first-phase) sample
and the (second-phase) subsample are reserve-pool cases; whereas, cases
selected in the sample but not in the subsample are cases to be reviewed. The
first-phase sampling interval is called the “actual sampling interval®". It is
calculated from equation (3-4).

"Actual subject-to-review caseload". See "Actual reviewable caseload®.

"Allocation” means in stratified samples the mathematical breakdown of the
overall sample size into the individual stratum sample sizes. See
"Proportional allocation" and "Disproportiocnate allocation.

"Beginning~of—the-year minimm ﬂgle size" means for (unstratified) systematic
or simple-random samples the minimm sample size based on the begum:mg—of-year

estimate of the reviewable caseload and the minimm-sample-size-schedules in
figures 3—2, 3-3, and 3-4. For an alternative sample design, the begimming-of-
the-year minimm sample size is that sanple size for the alternative sample
design that yields the same predicted precision as the beginning-of-the-year
sample size for a simple~random sample.

"Better precision" means smaller sampling variance.

"Bias" means the amount of the difference between the expected value of an
estimate and the true value of the population parameter being estimated.

"Caseload weight" means in stratified samples the ratio of the anmual
reviewable caseload in an individual stratum to the anmial reviewable caseload
for the target population. If your sample is disproportionately stratified,
canbined-ratio estimates of dollar-error rates.
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"Cluster sampling" means the sampling units are clusters of several (or many)
elements.

nclustered sampling unit" means that a sampling unit contains more than one
population element.

"Combined-ratio estimate" means a ratio estimate for a stratified sample in
which both mmerator and denaminator are weighted sample means.

“"Completion rate" means the ratio of the mumber of campleted reviews to the
required sample size.

"confidence interval". See DS00.

"control _data™ means the information contained in a sampling frame for
overlapping populations that indicates for each sampling unit the population(s)
to which the sampling unit belongs.

"Cross-classification" means the determination of a sampled-unit's damain
membership after sample selection.

"Desired sample size" means a sample size that is larger than the minimum
sample size in order provide additional reviews.

"Direct approach" means a method for predicting the reviewable caseload that
makes use of a historical data series of reviewable caseloads.

"Disjoint sampling frames" means, when sampling overlapping populations, two or
more sampling frames containing no camnon sampling elements.

“"Disproportionate allocation"” means in stratified sampling the absence of all
the stratum sampling fractions being equal.

"Dj ionate stratification". See "Disproportionate allocation®.

"Dollar weight” means in stratified samples the benefit dollars issued to
subject-to-review households in a given stratum divided by the benefit dollars
issued to all subject-to-review households in the target population. If your
sample is disproportionately stratified, you use dollar weights in calculating
separate-ratio estimates of dollar-error rates.

"Domain" means a subset of the target population.

"Dropped case™ means a case that you have disposed as either Not Subject to
Review or Not Campleted.

M"Effective sampling interval”. One way to select reserve-pool cases is to use

systematic sampling: waustselectasystaxatlcsanpleardttm
tically subsample it. Cases selected in both the (first-phase) sample

selected in the sample but not in the subsample are cases to be reviewed. The
effective sampling interval is the interval you would use to abtain from a
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single-phase systematic sample the same mumber of cases to be reviewed and no
1 cases. The effective sampling interval is calculated fram
equation (3-3).

"Elements" means the elementary units for which you seek information.
"Element sampling" means that each sampling unit contains no more than one
element

"End-of-yvear minimm sample size" means for an (unstratified) systematic or
simple-randam sample the minimum sample size based on (1) your actual

reviewable caseload, (2) your estimated reviewable caseload, and (3) the
formulas in figure 3-5. For alternmative sample designs, see E330.

"Epsem" means "equal-probability selection method.

"Equal-probability selection method" means an element-sampling scheme in which
every sampling unit has egual probability of being sampled.

%mars a specific value that results fram a camputation involving
sample .

"Estimated reviewable caseload" means your beginning-of-the-year prediction of
the average-monthly caseload subject to review.

"Estimation error" means the difference between an estimate and the population
"Estimator" means the camputational procedure used for cbtaining an estimate.

"Expected value" means the average value of the estimates resulting from all
possible samples that can be selected in accordance with your sampling plan.

"Final minimm sample size". See "End-of-year minimum sample size".

“"Fixed-sample-size approach" means in simple-randam sampling that the defining
sample parameters are the size of the population and the exact size of the
sample to be selected.

"Fi ling-fraction " means in simple-random sampling that the
defining sample parameters are the size of the population and the sampling
fraction.

"Frame". See "Sampling frame".

“Inteqgrated sample design" means a sample design in which same (or all) of the
sampled units receive cambined data collection for more than one population.

"Interval®. See "Sampling interval®. Also, see "Actual sampling interval" and
"Effective sampling interval™.
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"Minimm sample size". See "Beginning-of-the-year minimm sample size" and
"End-of-the-year minimum sample size". Also, see "Desired sample size",
"Required sample size", and "Target sample s:.ze"

"Negative action". See "Negative case".
"Negative case". See section 130 of Handbook 310.

. "Negative error rate" means the ratio of the mmber of invalid negative actions
to the mumber of negative actions.

"out—of-scope' means a description given to a sampling unit that is not a
member of the target population but is, nevertheless, contained in the
associated sampling frame. An out~of-scope case is one you dispose as Not
Subject to Review for reasons other than its deselection to correct for

oversampling.

lapd_cqg;g“neansasetofelanentsmudmzsmtothbormmtarget
pop.llatlcms

"Ooverlapping sampling frames" means, when sampling overlapping populations, two
or more sampling frames that contain some cammon sampling units.

"Overpayment error rate" means the proportion of all Food Stamp benefits
issued in a fiscal year that are either (1) issued to households that fail to
meet the program eligibility requirements or (2) overissued to eligible
households.

"Parameter”. See "Population parameter" and "Sampling parameter®.

YPayment error rate" means the sum of the point estimates of the estimated
over- and underpayment error rates.

"Population elements". See "elements".

mwmaqmmity@lmlatedﬂmdataforg;lthe
elements in the target population. Examples of population parameters are
population means and population totals.

"Precision" means an opposite-sense description of sampling variance. If an
estimate's variance is large, the estimate is said to have low precision. If
an the other hand, the estimate's variance is small, the estimate is said to
“"Proportional allocation” means in stratified sampling that all of the stratum
sampling rates are equal.

"Proportional stratification". See "Proportional allocation".

"Random-digit sampling” means a special case of cluster sampling in wh:.dz
instead of sampling individual cases, you sample group-identification rumbers,

eadiofwrudllsassocmtedmthag;gmofcasas
A-4
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"Randam start" means in systematic sampling a random mumber that is uniformly
distributed over the range of the sampling interval. If the sampling interval -
is an integer, the randam start is an integer. If the random start is a
decimal value, such as 3.4, then the random start is uniformly distributed over
the values 0.1, 0.2, etc., up to the value of the sampling interval.

"Reliability". See "Precision".

"Replicated sampling” means the selection of two or more samples fram the same
target population. Same applications of replicated sampling are (1) as an
alternative method for selecting a systematic sample using a decimal sampling
interval and (2) in selecting a supplemental sample in order to correct for
undersampling.

YRequired sample size" means the larger of (1) the mumber of cases selected
that are reviewable or (2) the end-of-year minimm sample size.

"Reserve pool" means a separate sample of Food Stamp cases from which a
supplemental sample can be selected.

"Sample design" means a description of your sampling procedure(s) and the
associated populations. A sample design need not specify the values for the
sampling parameters but may instead describe how these values are to be
determined

Mmansasanplugmtthathasbeenselectedtobemaspecﬁlc
sample.

"Sample—fraction approach" means a method for predicting the subject-to-review
caseload for an overlap damain in which you (1) choose one of the associated
populations and predict its caseload subject to review, (2) estimate (fram
sample data) the proportion of cases in the chosen population that are also in
the overlap damain, and (3) multiply the predicted subject-to-review caseload
for the chosen population by the estimated overlap proportion to produce a
prediction of the subject-to-review caseload for the overlap damain.

Usampling' is the selection of a subset of units to represent a larger set of
units.

"Sampling error® is the camponent of estimation error that occurs when you
collect data anly for a sample and not the entire population.

Ssampling fraction" means the ratio of sample size to population size.

“"Sampling frame" means the ph)éiml representation of the target population. 2
sampling frame is usually a list of sampling units. If there is no such list,
a sampling frame is same equivalent procedure for identifying sampling units.
Sampl ing~-frame approach” means a method for predicting the average-monthly

reviewable caseload in which you first make two predictions: a prediction of
Ng', the estimated average monthly frame size; and a prediction of d, the out-
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of-scope rate. The product Ng' (1.0 = d) then estimates the average-monthly

MMEMSl@U@mMﬂmmalad:ofae—w—
a:econespdﬂelwebetuwsanplngmltsmthesmplnmgﬁaneardeIMm
the target population.

“Sampling interval® means in systematic sampling the reciprocal of the sampling
rate.

Mmsamwialqmityﬂntmizsasmlhg
procedure. The size of a sample is an example of a sampling parameter.

"Sampling plan" means the description of your sample design along with the
specification of your sampling parameters.

"Sampling procedure" means a sequence of cperations that produces a sample.
"Sampling rate". See "Sampling fraction".

_M_tﬂmamadlsumtarﬂmtnblemtofthetazgetpopalatlm
containing an integer (possibly zero) mmber of elements. The collection of all
sanpl:ngmtscurrspaﬂnmgtoatargetpqnlaﬁmmmstwverﬁ:emleofthe
population and they maust not overlap, in the sense that every element in the
population belongs to one and only cne sampling unit.

"Sampling variance" means the average over all the samples that can be selected
in accordance with your sampling plan of the squared difference between the
sample estimate and the expected value of the estimate.

"Separate ratio estimate" means a ratio estimate for a stratified sample that
is a weighted sum of the individual stratum ratio estimates.
Wmamﬂﬁofs&mplmﬁmamhngmofN

elana-rtsmmmanyofﬂzepossmlesmsetsofndlstuctsanplugmts
chosen from the sampling frame is equally likely to be a sample of size n.

Mmﬂewr@ofthesanplﬁgvaﬁm.

rstrata® meansthed:s:onrtanienmaustlvesetsofsmplmmltsmltug
from the stratification of a sampling frame.

nStratification" means the partitioning of a sampling frame into disjoint and
exhaustive sets of sampling units.

nStratification by time" means, the creation of strata as a result of not using
the same sampling rate for every sample selection.

wStratified sampling” means a method of sampling fram a stratified sampling
franemvduduasepante,nﬂepade:msanpleofaspecifledsmmselected
fram each stratum.
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"Stratum" is the singular of “strata".

"Subclass" means a set of sampled units all of which as a result of cross-
classification are assigned to the same damain.

ISubsampling' means the selection of a sample from a sample.

MSystematic sampling” means a method of sampling in which (1) the sampling
frame consists of a sequenced list and (2) for a given randam start the
selected sampling units are those whose sequence mumbers equal (to within
rounding) either the randam start or the random start plus an integer multiple
of the sampling interval.

"Target population" means the set of all elements of interest.

"Target sample size" means the projected mumber of cases that you must select
mordertoproduoethemmberofreuewableczsesspeclfledbyyun‘mmlmm
sanple size (or the desired sample size).

1y 3 ted " means, when sampling overlapping populations, a
single sampling frame that contains all of the sampling units for all the

target populations.

"Underpayment error rate" means the ratio of the value of benefits underissued
to participating households to the total value of the benefits issued to

participating households.

"Universe". See "Target population".
"Validity". See "Accuracy".
IMvariance". See "Sampling variance®. For the definition of a "case variance",

see the definition of "variance" in section 130 of Handbook 310.
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CIISTER SAMPLING

GENFRAI,. There are a few alternmative sampling designs which you can
opt for as a result of 7 CFR 275.11(a) (1). Cluster sampling is one of
thﬂseaniwedlsazssumtlusmdubltbecauseofan-experlencewith
it. Same initial considerations and an example of single-stage
clustersanplmgampzaudedtoassxstycumdecldlngvmetbera
cluster sampling design is appropriate and feasible.

Cluster sampling is described as a division of the population into
groups or clusters of elements with a subsequent selection of a random
sample of these clusters. Oonseguently, the sampling unit is a
cluster arnd not a population element. Although the population is
divided into groups for both cluster and stratified designs, the latter
draws a sample of elements from every group, whereas the former cbtains
elements only fram a selected sample of groups.

mtistersmpli:gIBsadvarrtagesarﬂdisadvantagastoyamopemtions.
Ihegeogza;iucalprmumltyofrbodstanptmsdnldszeducesmv1ewer
tmreltm\earﬂzelatede:@ases However, a potential loss of
precision exists and, ﬂmefore,mretctalmawsmyherequued
thanvmldasmplerarﬂmorsystmtlc sample to maintain equivalent
precision. Also, the upfront planning and the effort to maintain
cluster sampling may use resources extensively.

Ebrmwcuslderyalrclustersanplu:gdslgn, you must describe the
associated administrative logistics and the resources for perform;l.ng
the same. FNSm.lldJ.samrwetheclustersanphngplanlf. 1) in our
view, you lack sufficient resources to perform the associated
administrative logistics, 2) the plan is not technically accurate, 3)
your cluster samplngprocedtmmmntbeverlﬁedbyts, 4) your
clustersanplux;procedurasare:n:mpat:blemththeFedeml
regression methodology, or 5) the cluster sampling design fails the
equal-or-better-precision requirement. If the cluster sampling design
is integrated as well, tlmearlycasaltat;mwzﬂmtherspect:we

Regional Offices (Food Stanp Program, Aid to Families with Dependent
Children (AFDC), Medicaid) is advisable.

DEFINING CIUSTERS. mustersmytakeanyofammberoffoms, e.g.,
project areas, counties or certification offices. The decision to use
a particular type of cluster will depend on several factors:

A The cluster must be well defined. Every household subject to
quality control review must belang to one and only one cluster.

B The munber of households in each cluster must be known or a
reasonable estimate must be available.

C Clusters should be relatively small. As a general rule, it is
often best to construct a large mmber of relatively small,

heterogeneocus clusters.
B-1
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D Clusters should be chosen to minimize the increase in sampling
error caused by clustering. (For example, if you have large
clusters, split them into smaller ones or subsample within the
clusters.)

It is not necessary that clusters be defined identically everywhere,
provided that each household belongs to one and only one cluster. In
urban areas, clusters may consist of city blocks or groups of blocks.
Inrmlareas,ﬂmeymybedefnxedbymunalbanﬂarlsormrtls.
Itlsmtneoessazythateveryclusterbeofeqxnlsm In general,
natural clusters will vary in size. Large variations will increase
sampling variability, but same techniques are available to control
variation in cluster size or the effects of this variation. Far
example, the more heterogeneocus the clusters, the smaller the increase
in sampling variability as a result of variations in cluster size.

B300 SINGIE_STAGE CIUSTER DESIGN. This is a discussion of a single stage
cluster design with equal probabilities of cluster selection. More
sqiustuatedclusterdns1grsaniprocedursfordeterm:mgopumm
cluster sizes exist and are described in the sampling textbooks listed
in the Appendix.

Once appropriate clusters have been specified, a simple rardom sample
of clusters is selected from a frame listing every cluster in the

population. Estimates of the case and allotment error rates can be
abtained fram:

P= 3% /3m (B1)

with estimated variance:

VAR(p) = (1/m%2) G (xi - mm3)2)/(n-1) (B2)

where: x; = mmber of sample cases (dollars) in error in
cluster i

m; = mumber of sample cases (dollars) in cluster i

n = mmber of clusters selected in the sample

M = M/N = the average cluster size of the populatian

M = mumber of cases (dollars) in the population

N = mmber of clusters in the population

If information is unavailable to campute M, it can be estimated by:
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m =Zmj/n (B3) -

These formilas are interchangeable for case and allotment error rates.
To campute case error rates, substitute the mumber of cases in error in
each cluster, the total mumber of sample cases in each cluster, and the
totalmmnberofhousd’xoldsinthepcpulatimforxi, mi,andH

ively. To campute allotment error rates, substitute the amount
of the allotments issued in error within each cluster, the total value
of the allotments issued within each cluster, ard the total value of
the allotments issued to the population for x;j, mj and M respectively.

B400 EXAMPIE. In the following exanmple we campare a cluster sample to the
correspording simple-random sample with respect to the variance of
estimated case error rate.

Number of Households

Cluster Number of Households (mj) in Error (x;)
1 40 12
2 60 10
3 20 3
4 25 10
5 30 5
6 30 7
7 35 2
8 25 5
9 40 6
10 is 9
11 10 1
12 30 6
13 25 12
14 50 5
15 45 7
16 15 2
17 30 6
18 25 7
19 25 5
20 20 10
21 30 10
22 40 7
23 35 8
24 15 5
25 40 10

2 mj = 755

Z X3 = 170
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S mj2 = 26175
S %32 = 1380

The best estimate of the population proportion of cases in error is:

P = Sx3/3my = 170/755 = 0.225
To estimate the variance of p, first campute
S (%3 -mm)2 = %32 - 2pSxjmy + p? 3 my?

= 1380 - 2(0.225)(5420) + (0.225)2(26175)
= 266.109
Estimate M by m, where
mn = Emi/n = 755/25 = 30.2
Then,
VAR(p) = (/nM2) (S (x5 - pmy)2/(n-1)

266.109/25(30.2) 2 (25-1)

0.000486

If these data had been cbtained fram a simple randam sample,
the estimated variance would have been:

VAR(p) = pa/n = (0.225)(0.775) = .0002309
755

The ratio of VAR(p)cluster =~ = 0.000486/0.000231 = 2.1
VAR(p)simple randam

shows that the clustering scheme more than doubles the sampling error
in this example. This loss of precision must be compensated by
increasing the overall sample size.
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INTEGRATED SAMPIE DESIGNS

GENERAL. 'This Exhibit contains brief summaries of the sample designs
in the Integrated Quality Control System (IQ(S) sampling handbook
published in December 1979. Each summary includes:

A A list of sampling parameters, and

B A sumary table, which displays for each subclass the expected
mmber of sample cases and the mumber and types of reviews to be
performed.

Sane of the summaries also contain an example. When an example is
present, it is based on the correspading example in the IQCS sampling
handbook. You should read the corresponding material in the IQCS
sampling handbook in order to campletely understand the example.

INFORMATION CONTAINED IN THE SUMMARY TABIES. The rows of the summary
table list the five possible non-overlapping damains for single- or
joint-program participation in Food Stamps (FS), Aid for Dependent
Children (AFDC), or Medicaid. The columns of the table represent
sampling frames or strata within a sampling frame. Above each column
is a description of the frame or strata.

Each non-blank table cell displays two lines of information. The first
line contains a label for the subclass and specifies the expected
subclass size. 'Ihelatterzsusuallyasn’glesynbol(saneasmtlw
IQSsanplngmamxal)butnaybeafomﬂa. In either case, the
expected subclass size is placed at the end of the first line of

The purpose of the subclass label is to provide a quick ard easy way to
refer to a set of cases. The label for the subclass assumes various
forms depending on the sampling procedure that produces the subclass.
If a subclass is all the cases selected fram one stratum or one
sampling frame, the label is a single mmber; e.g. "1", "2", etc. If
the subclass results fram cross-classification, the label is of the
form "Ip"—e.g. "la", "2c", etc.——indicating the association of cases
in sample "I with damain "p". If a subclass results fraom subsampling,
the label is of the form "I.J"“—e.g. "1.1%, "1.2", etc.—indicating
subsample "J" selected fram larger sample "IV.

The second line of information specifies the mmber and types of
brackets. If all cases in the subclass are to receive the same type of
reviews, this is indicated as follows:

In the IQCS sampling handbook, all maltiply-subscripted symbols camply with

a camcon notational convention. The initial subscript indicates the
sampling frame from which cases are selected. Nanr-initial subscripts

indicate other programs for which the households are subject to review.
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[FAM] All cases reviewed for FS, AFDC, and Medicaid
[AM] All cases reviewed for AFDC ard Medicaid
[FM) All cases to be reviewed for FS and Medicaid
[F} All cases reviewed only for FS
m All cases reviewed only for Medicaid
(2] All cases not reviewed

On the other hard, if the subclass is to be randomly subdivided, with
one set of cases receiving one type of review, and the remaining set of
cases to receive ancther type of review, this is imdicated in the

following way:

[(MA, (m)B] n cases reviewed for program(s) A, and remaining
cases reviewed for program(s) B

Same examples of this are the following:

[(n) FAM, (m) AM] review n cases for FS, AFDC, and Medicaid, and
review m cases for AFDC ard Medicaid

[(n) F, (m) @] review n cases for FS, and do not review m cases
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SUMMARTES. The following sections summarize the sample designs in the
TQCS sampling handbook:

C310

C320

C330

C340

C350

C360

C370

c380

C390

Replacement Method A—not utilizing the FS/Medicaid overlap
Replacement Method A—utilizing the FS/Medicaid overlap
Modified Replacement Method A

Replacement Method B

Modified Replacement Method B

Social Security Number Method

Sequential Randam Sample Method

Disproportionate Stratified Method A

Modified Disproporticnate Stratified Method A

When an example is included, the summary is presented on two pages
facing each other. When there is no example, the sumnary is presented
on a single page.
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c310 A (NOT Z FS, CATD .
a1 SAMPLING PARAMETERS.
Ny, Ng, Ny AFDC, FS, and MAO (non—-AFDC) sample sizes.
naf, Nao from cross—classification of ny.
Ng = estimated average monthly caseload of subject-to-review FS cases.
N, = estimated average monthly caseload of subject~-to-review FS cases
that are receiving AFDC.
= (Nga/Ng) nf .
nfor see table note.
312  SUMMARY TABLEZ.
AFDC FS cases Medicaid
AFDC cases not rocvrng cases not
Domain cases rovng FS AFDC rovng AFDC
FS/AFDC/Medicaid la (naf) 2*
(FAM]
AFDC/Medicaid 1b (nyo)
[(aM]
FS/Medicaid 3 (ngo) 4 (ng)
[F) M)
FS only 3, with
above
Medicaid only 4, with
above
*If nar < N'af, then ngg = ne-n'ae and Sample 2 consists of n'penag
cases, which receive only FS reviews; otherwise, ngy = ng — nye and
Sample 2 is amitted.

2 The summary table depicts the description of Replacement Method A on pages

12-15 of IQCS sampling Handbook, which does pot utilize the FS/Medicaid

overlap. The example of replacanem: Method A on pages 15-16 of the
handbock does, however, utilize the FS/Medicaid overlap. This
modification is not reflected in the summary table.
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c313 EXAMPIE. (Based on example on pages 15 and 16 of IQCS sampling
handbook but does not utilize the FS/Medicaid overlap.)

ny = 602 ne = 112 m= 291

254

Daf
602 — 254 = 348

Nao

n'ar = (Nga/Ne)ng = 619 > ngf
ngo = 1120-619 = 501

]

AFDC FS cases Medicaid
) AFDC cases ot revng cases not
Damain cases rocvng FS AFDC revng AFDC
I"S/Af'm/l"bdicaid 254 619-254 = 365
[FAM] (F]
AFDC/Medicaid 348
[AM]
FS/Medicaid * *
501
[F] 291
FS only * M]
Medicaid only *
Total reviews = 1759
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Cc320 REPLACEMENT METHOD A 3,
c321 SAMPLING PARAMETERS.

Ny, Ng, Nt AFDC, FS, and MAO (non—-AFDC) sample sizes.

Naf, Nyo from cross—classification of n,.

N¢ = estimated average monthly caseload of subject-to-review FS cases.

Ngy = estimated average monthly caseload of subject-to-review FS cases
that are receiving AFDC.

N'ar = (Nga/Nf) Df

ngo, See table note.

nem from cross-—classification of ngg.

Npf, Ny from cross—classification of ny.

c322 SUMMARY TABIE.

AFDC FS cases Medicaid
AFDC cases not revng cases not
Domain cases rovng FS AFCC rocvng AFDC
FS/AFDC/Medicaid  1a (naf) 2*
[FAM]
AFDC/Medicaid 1b (nyg)
[AM]
FS/Medicaid 3a (ngp) 4a (nyf)
[(Dpf) FM, (2]
(Nfem = N'fmo) Fl
FS only 3b (nfg = ngp)
[F]
Medicaid only 4b (nps)
M)
*1f Naf < N'af, then ney = nen'ae and Sample 2 consists of n'eNaf
cases which receive only FS reviews: ctherwise, ng, = ng - np¢ and
Sample 2 is amitted.

3 The example of replacement Method A on pages 15-16 of the IQCS Sampling
Handbook utilizes the FS/Medicaid overlap. This modification of
Replacement Method A, which can be used only if ngy > npe, is reflected in
the summary table in C322.
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c323 EXAMPIE. (See pages 15 and 16 of IQCS sampling handbook.)
ng = 602 ng = 1120 ngp = 291
nge = 254
Nyo = 602 — 254 = 348
n'ye = (Ngg/Ne)ng = 619
ngo = 1120-619 = 501
Nem = 40
Npo = (.87) (291) = 253
e = 291 - 253 = 38 < ngy
AFDC FS cases Medicaid
AFDC cases not rcvng cases not
Domain cases rovng FS AFDC rocvng AFDC
FS/AFDC/Medicaid 254 619-254 = 365
(FAM] (F]
AFDC/Medicaid 348
(aM]
FS/Medicaid ——t— 36—
[38 M, 2F] (2]
FS only 461
(F)
Medicaid only 253
M]
Total reviews = 1721
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C330 MODIFTED REPTACEMENT METHOD A.
C331 SAMPLING P. .
Ny, ng, ngp: AFDC, FS, and MAO (nom—-AFDC) sample sizes.
Nafm, Nam from cross—classification of n,.
Nepa from cross—classification of ne.
npe from cross-classification of ny.
Nuema, N"en, N"go, See table note (*).
n"nfe, N See table note (§).
C332 SUMMARY TABIE.
FS cases Medicaid
AFDC not rcvng cases not
Damain cases AFDC rcvng AFDC
FS/AFDC/Medicaid la (ngep) 2a (n"gpa) *
[FAM] +
AFDC/Medicaid 1b (nap)
[AaM]
FS/Medicaid 2b (n"gn) * 3a (n"pe) §
[(FM] 1
FS only 2c (n"go)*
[F]
Medicaid only 3b (n"m)!i

*If nagm < n
classification of ng.

TIf napm < Nepa, then [ (Naen) @, (Nema — Nagy) P J.

If nafm > Nepy, then [ 9],

Stf n"gy < Npf, then n'pe and n"
np. Otherwise, from cross—classification of n'

,» then n"ep,, n"gy, and n"g, are from cross-
from cross—classification of n'g,
which results fram adjusting ng based on a precision calculation.

are from cross-—classification of
ms Which results from

inflating n, based on a precision calculation.

I1f n"gp < nge, then E én;'m) 2, (hpe - n"ep) M.

If n"gy > Npe, then

(M]
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c333 EXAMPIE. (See pages 22 through 24 of IQCS sampling handbook.)
ny = 840 ng = 1200
Nafm = 588
Ngy = 252
Nema = 560 < Ngey
Npe = 33
N"ema = N'gpa = 530 n"en 37 n"go = N'gy = 5784
N"mf = Npe = 50 N'po = Npo = 125
FS cases Medicaid
AFDC not rocvng cases not
Damain cases AFDC rcvng AFDC
FS/AFDC/Medicaid 588 -—536—
[FAM] [2]
AFDC/Medicaid 252
[AM]
FS/Medicaid 374 —56-
(FM) [-3%p, 13 M4
FS only 5784
(F]
Medicaid only 125
M]
Total reviews = 1593

These results differ slightly from those on page 24 of the IQCS handbocok.
mexeasmforttmlslsthatﬂ)eIchharﬂbookfallstoretamsufflc1ent
mmber of decimal places in intermediate calculations. Moreover, because

of the assumption of equal population variances implicit in fonmlas on
pages 18 and 19 of the IQCS sanpl:mghandbook it can be shown mathe-

matically that ng < ngey 4+ N'gy + N'go.

The results in the IQCS sampling

harﬁbookdomtsatlsfytluscozmtmnwhereastheabcvemltsdo.
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C340  REPLACEMENT METHOD BS.
C341  SAMPLING PARAMFTERS.

Ny, Ng, Dyt AFDC, FS, and MAO (non-AFDC) sample sizes .

Naf, Nao from cross—classification of ny.

Nf = estimated average monthly caseload of subject-to-review FS
cases.

estimated average momthly caseload of subject-to-review FS

Nfa = e s

cases that are receivirng AFDC.
Nfa = (Nga/Nf) ng
Nfo = Nf = Nfy -

C342 SUMMARY TABLE.

FS cases Medicaid
AFDC not rcvng cases not
Damain cases AFDC rovng AFDC
FS/AFDC/Medicaid la (naf)
[(nga) FAM, (ngr—ngey)AM]
AFDC/Medicaid 1b (nao)
[AM]
FS/Medicaid 2 (ngg) 3 (ng)
[F) M]
FS only 2, with
above
Medicare only 3, with
above

5 Replacement Method B can be used only if nye > ngy. Also see footnote 2, above.
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C343 EXAMPLE. (See pages 15 ard 16 of IQCS sampling harndbook.)

n, = 602 ng = 1120 Ny = 291
nae = 400
Nao = 602 - 400 = 202
nea = (Neg/Ne)ng = 300 < nafe
ngo = 1120 - 300 = 820

FS cases Medicaid

AFDC not rocvng cases not
Domain cases AFDC rovng AFDC
FS/AFDC/Medicaid —~460—
[300 FAaM, 100 AM]
AFDC/Medicaid 202
[(AM]
FS/Medicaid * *
820
[F] 291
FS anly * M)
Medicare only *
Total reviews = 1713
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C350 MODIFIED REPTACFMENT METHOD B.
C351 SAMPLING PARAMETERS.

n,, Ng, Nn: AFDC, FS, and MAO (non-AFDC) sample sizes.

Nafms Nam from cross—classification of n,.

Nema, Nemr Dfo from cross—classification of ng.

Npf,Npo fram cross—classification of ny.
C352 Summary Table.

FS cases Medicaid
AFDC not rovrg cases not
Domain cases AFDC rocvng AFDC
FS/AFDC/Medicaid la (Nafm) 2a (Nema)
* *
AFDC/Medicaid 1b (Nam)
[AM]
FS/Medicaid 2b (ngp) 3a (nyf)
+ t
FS only 2c (ngg)
(F]
Medicaid only 3b (nyo)

M)

*'IhemmberarxitypeofreviewspexformedinsubclassaslaandZaare
determined by the parameters nem and ngpa:

Subclass la Subclass 2a
NafmTNema (FAM] [ (Mafm)P/ (Nfma~Nafm) FM]
Na fmNfma I [ (nema) FPMA, (Ngem=Nfma ) 2) | [2]

tThe mumber and type of reviews performed in subclasses 2b and 3a are
determined by the parameters ngpy and npe:

Subclass 2b Subclass 3a
Nepnf [F] [ (nfm)ﬁr (%f‘nfm)M]
Newtme | [ (Mem) ™M, (Neynpg) F1 | (2]
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C353 EXAMPIE. (See page 27 of IQCS sampling handbook. )
ny = 840 ng = 120 ng = 175
Nafm = 588
Nap = 252
n"ﬁna = Nema = 560 < Ny
n"gn = Ney = 40
n"go = Nfg = 600
N"pe = D = 50 > nep
N'po = Mo = 125
FS cases Medicaid
AFDC not rovrg cases not
Damain cases AFDC rcvng AFDC
FS/AFDC/Medicaid -588— -566-6
(560 FAM, 28 AM)® (2]
AFDC/Medicaid 252
(amM]
FS/Medicaid 40 -So—
[FM] [40 2, 10 M]
FS anly 600
(F]
Medicaid only 125
M]
Total reviews = 1615

These results differ from those on page 27 of the IQCS sampling marmal,

which use the reduced Food Stamp sample (Sample 2) from the Modified

Replacement A example.

The reduced Sample 2 is appropriate, however, only

if all 588 cases in Subclass la are reviewed for FS. In Mcodified

Replacement B with n

> nema  only that portion of Subclass la needed to

replace Subclass 2a is reviewed for FS, however. Thus, the full-size
Sample 2 must be selected to determine Subclasses 2a, 2b, and 2c.
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c360 SOCTAL SECURTTY NUMEER METHOD.

361 SAMPLING PARAMETERS.

ny, ng, Ny: AFDC, FS, and MAO (non—AFDC) sample sizes.
n',, n'g, n'p: inflated sample sizes campensating for expected
rnumber of mt—subject—to—revum cases.
N, Ng, Np: estimated average monthly sizes of the frame
ations for AFDC, FS, and MAO (non—-AFDC) .
Ry = (n'j) (10,000) / [(Nj) (12)], i=a,f,m .

C362  SUMMARY TABLE’.

All cases All cases All cases
matching set matching set matching set
Damain of Ry #'s of ReRy, #'s of R.-Re #'s
FS/AFDC/Medicaid la 2a 3a
(FAM] [FAM] [FAM]
AFDC/Medicaid 1b 2b 3b
[AM] [AM]) (AM]
FS/Medicaid 1lc 2c 3c
[FM] (F] (2]
F.S. anly 1d 2d 3d
(F] [F] 2]
Medicaid only le 2e 3e
M] (2] (2]

7 TableassumsRa>Rf>Pm. 'Ihenmrtlﬂysanplmmmtsofgenemtugl{a
mmber of distinct four-digit randam mmbers. The resulting mmbers are
grouped into three sets consisting of the first R, mmbers, the next Re-R;,
rumbers, and the last Ry~Re numbers. Cases are matched to the randam four-
digit mmbers by the last four digits of the social security rmumber for the
key person in the sampling unit or, if there is no such identifier, by a
four-digit mumber assigned to the case prior to sampling.
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c370 SEQUENTTAT, RANDOM SAMPLE METHOD.
@371 SAMPLING PARAMETERS.

n'y, n'g, n'y : sizes of samples drawn from AFDC, FS and Medicaid
frames, respectively, determined from precision

calculations.
Cc372 SUMMARY TABIE.
Food
AFDC Stamp Medicaid
Domain cases cases cases
FS/AFDC/Medicaid la 2a 3a
[FAM] [FAM] [FAM]
AFDC/Medicaid 1b 3b
[(AM] [(AM]
FS/Medicaid 2b 3c
[FM] [FM]
FS only 2c
[F]
Medicaid only 3d
M]
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C380 DISPROPORTTONATE STRATTFIED METHOD A.
c3sl SAMPLING PARAMETFRS.

ny, Ny, n3: AFDC, FS, and MAO (non—-AFDC) sample sizes.

n,hj = Neyman allocation of nj into stratum h.

Gj; = variance for Neyman allocation and "take all strategy"

divided by variance for proportional allocation.

n"nj = Gj{ n'hi-

c382 SUMMARY TABIE.
Medicaid
AFDC FS cases not
Damain cases* cases* rovng AFDC*
FS/AFDC/Medicaid 1.1 (n"14) 2.1 (n"5)
t+ t
Am/lBiiCEid 1.2 (n"21)
AM
FS/Medicaid 2.2 (1;"22) 3.1 (r§1"13)m
FS only 2.3 (n"33)
[F]
Medicaid only 3.2 (n"33)

[M]

*Indicated sample sizes achieved by subsampling from each frame.

TThe reviews performed in samples 1.1 and 2.1 are determined by
parameters n";; and n";5:

Sample 1.1 Sample 2.1
n"j3 20"y | [FAM) | [ @ ]

ny<n'p | (@1 | [ FAM]

SThe reviews performed in samples 2.2 and 3.2 are determined by
parameters n'",5, and n",5:

Sample 2.2 Sample 3.2
nyy2ny; | M) [ [ @ )

My <My | [(P] | [ PM]
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C390 MODTFIED DISPROPORTIONATE STRATTFIED METHOD A.
C391 SAMPLING PARAMETERS.

(X1, X3, X3, X3, X5) is the solution to a non-linear programming
problem.

c392 SUMMARY TABLES.

Strata of Totally Integrated Frame
Domain FAaM AM M F only M only
FS/AFDC/Medicaid 1(1/X5)
(FAM]
AFDC/Medicaid 2(1/X%3)
[AM]
FS/Medicaid 3(1/X3)
(FM]
FS only 4(1/Xy)
(F]
Medicaid only 5(1/X%s)
(M]

8 Table depicts sampling fram a totally integrated frame that identifies all
overlap damains. Altermatively, subsampling from separate, overlapping
frames can be used to achieve the indicated sample sizes.
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STATE-ESTIMATED ERROR RATES

GENERAL. This Exhibit presents formilas for estimating error rates
from QC datal: You must estimate your negative error rate and report
it to us each year (see 3300). The calculations of estimated over- and
underpayment error rates and the estimated payment error rate? are
optional. This Exhibit also presents formilas for calculating
sampling variances, standard errors, and confidence intervals. These
calculations are also optional, except as required to demonstrate
equal-or-better precision for altermative sample designs (see

Exhibit E).

Because you select a sample each month, the months, strictly speaking,
are separate strata. Ignore this monthly stratification, however,
except when there is a between-month change in sampling rates (sampling
intervals in systematic sampling). If this occurs, create separate
strata that correspord to the different sampling rates and assign
months with the same sampling rate to one stratum.

ESTIMATES. A stratified sample in which the stratum sampling rates are
all the same is said to be "self weighted". Use the formilas in D210
for (1) unstratified samples or (2) self-weighted stratified samples.
Use the formulas in D220 for stratified samples that are not self
weighted. If you are uncertain whether a stratified sample design is
self weighted, use the formilas in D220.

ESTTMATES FOR UNSTRATTIFTED DESIGNS.

OVER- AN UNDERPAYMENT FRROR RATES. For unstratified designs, estimate
the coverpayment (or underpayment) error rate by

r = State's estimate of overpayment (or underpayment) error rate
= x/1 (D1)

b
[

=2Z Xi/Na . (D2)
1

T=7Zuj/n, , (D3)
1

In our formilas we use "x" to represent State-determined error amounts and
*u" to represent benefit amounts. This is consistent with FNS regulations
and FNS Handbook 315.

The Hunger Prevention Act of 1988 defines the estimated payment error rate
as the sum of the point estimates of the over- and underpayment error rates.
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xXj = overpayment (or underpayment) error dollars for the ith
campleted case in the State's active—case sample (When
calculating the overpayment error rate, x; includes error
amounts for both overpayment and ineligible cases and is zero
for other types of cases. When calculating the underpayment
error rate, x; includes error amounts for underpayment cases
ard is zero for all other types of cases.)

uj = benefit dollars for ith campleted case in the State's active-
case sanple, ard

n, = mmber of campleted active cases in the State sample.

PAYMENT ERROR RATE. Estimate the payment error rate by adding together
the estimates of the over— and underpayment error rates.

NEGATIVE ERROR RATE. For unstratified designs, estimate the negative
error rate by

State's estimate of the negative error rate

= nj/nn (D4)
where

P

nj; = number of invalid negative actions in the State's negative-
action sample, and

n, = mumber of campleted negative actions in the State sample.

ESTIMATES FOR STRATIFIED DESIGNS. There are two different ways to
estimate over and underpayment error rates from stratified samples:
with a separate ratio estimate, described in D221, or with a cambined
ratio estimate, described in D222. The separate ratio estimate uses
dollar weights, whereas the cambined ratio estimate uses caseload
weights. The separate ratio estimator is usually more precise than the
cambined ratio estimator3. Use the cambined estimator, however, if
you know the caseload weights but not the dollar weights. If you use
the formnulas contained in Exhibit H to estimate the weights, then
either estimator gives the same answer.

SEPARATE RATTO ESTIMATES FOR OVER- AND UNDERPAYMENT ERROR RATES. In
stratified designs you can estimate the overpayment (or underpayment)
error rate by using the following separate ratio estimator:

r=§W'h1’h (D5)

where

Pages 165-169 of Cochran's Sampling Technigues discuss the statistical
properties of the two types of stratified ratio estimators.
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W'p = dollar weight for stratum h; that is, the pn:portlm of all -
benefit dollars issued to all subject-to-review households
that are issued to households in stratum h (See formulas in
Exhibit H for estimating dollar weights.); and

ry, = estimated overpayment (or underpayment) error rate for
stratum h. (This is calculated from the data and sample size

in stratum h using equation (D1).)

D222 COMBINED RATTO ESTTMATES OVER- RATES.

Alternatively, in stratified designs you can use the cambined ratio
estimator:

r = Rgt/ Ut (Ds)
where
Xst =§Wh’_<h’ (D7)

Ust = E Wt (D8)

W, = caseload weight for stratum h; that is, the proportion of
ﬂmtctalmmberof%&mgmﬂathelcngto
stratim h (See fornulas in Exhibit H for estimating
caseload weights.);

¥ = (€ Xin)/nan ¢ (D9)
i

Uh = (Z Uih)/Man (b10)
1

Xjh = overpayment (or underpayment) error dollars for the ith
campleted case in stratum h of the State's active-case
sample (When calculating the overpayment error rate, Xih
includes error amounts for both overpayment and ineligible
cases and is zero for other types of cases. When
calculating the underpayment error rate, Xih includes error
amamt‘sformﬂerpaymrtcasesandlszeroforallother

types of cases.);

ujp = benefit dollars for ith campleted case in stratum h of the
State's active—case sample; and
Nyh = mumber of campleted active cases in stratum h of the State
sample.
D223 PAYMENT ERROR RATE. Estimate the payment error rate by adding together

the estimates of the over- and underpayment error rates.
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NEGATIVE ERROR RATE. For stratified designs, estimate the negative

P = % Wnbn (D11)

W, = caseload weight for stratum h; that is, the proportiaon of the
total mumber of sub]ect-to-g;w cases that belong to
stratum h (See formilas in Exhibit H for estimating caseload
weights.); and

Pn = estimated negative error rate for stratum h. (This is
calculated fraom the data and sample size in stratum h using

equation (D4).)

SAMPIING VARTANCES. The following variance formilas assume simple-
random sampling within each stratum. These formilas approximate the
variances for systematic sampling if the error cases and error amounts
(for active cases) are distributed campletely at rarndam within the
sampling frame. If this is not the case, and if there is “clumping" of
error cases in the frame—that is, the occurrence of an error case at a
given position in the sampling frame increases the probability there
will be another error case nearby in the sampling frame—then these
formilas overestimate the variances for systematic sampling. On the
other hand, if there is "dispersal" of error cases within the frame—
that is, the occurrence of an error case at a given position in the
frame decreases the probability of an error case in a nearby position—
then these formulas underestimate the variances for systematic
sampling.

If you have a self-weighted stratified sample, you can use the variance
estimation formlas for unstratified sampling in D310. This will
over-estimate the actual variances when there are differences between
the stratim means. If this is unacceptable, use the formulas in D320.

OF OVER- UNDERP; . In an unstratified
design use the following formula to estimate the variance of the
estimated overpayment (or underpayment) error rate:

v(r) = (1-fy) (s2x + r2s2y - 2rsy,)/[ng (@ 2] (D12)
where
1-f,= the fmlte—pqnlatlm'x-con:ectlm factor for the active-

case sample (f; is calculated by dividing n, by the
anmual active caseload subject to review.),

D-4
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s2 = [Z (%1 - ®2)/(ng-1) = [T %32 - na(®2)/(na-1) (D13) -
1 1
0= (4 - D3/ (ne1) = [ ui® - na(@2)/(na-1) , (D14)

d

=2 @ - -FV(ng-1) = (F ujx; - nU X)/(ny~1) (D15)
i i

and r, ny, Xj, X, uj, and U are defined in D211.

VARTANCE OF THE PAYMENT FRROR RATE. The sampling variance of the
payment error rate can be calculated in one of two ways: from
microdata or fram available summary statistics. To use the microdata
approach, let

2§ = X34 + Xp4 (D16)
where

X1j = overpayment error dollars for the ith completed case in the
State's active-case sample (x;i includes error amounts for
both overpayment and ineligible cases and is zero for other
types of cases.) arnd

X341 = underpayment error dollars for the ith campleted case in
the State's active case sanple.

Then
v(rp) = estimated variance of the payment error rate
= (1-fy) (s2, + rpzszu - 2rpsy,)/[na (M 2] (D17)
where
s, = Z (21 - 2)21/(ng-1) = = z2i2 - na(@21/(ny-1) , (D18)

Syz = [Z (Ui —= W (2§ - 2)1/(ny-1) = (Z ujzj - nal 2)/(ny-1) , (D19)
i i

faarxiszuaredefinedabove, andrpisthe&stimtedpaynent

error rate.

To use summary statistics to calculate v(ry,), use equation (D17) but

J'.nsteadofdetermirdngﬂxeneededi:p.rtsfgun (D18) and (D19), use the

following equations:

s2; = 82y + 525 - 2X)%on,/ (N, - 1) (D20)
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Suz = Sux1 t Swe (D21)

wheretheneededur;utstothseequatlcx\sare@lmlatedfran
equations (D2), (D13), and (D15) with the subscript of "1" indicating
calculations with overissuance errors amd the subscript of "2"
indicating calculations with underissuance errors.

VARIANCE OF THE NEGATIVE ERROR RATE. The following formula estimates
the variance of the estimated negative error rate:

v(p) = (1-fR)p(1-p)/(nn-1) (D22)
where
1-f,= the fmte—pog.xlatmn—correctlm factor for the

negative-action sample (f,, is calculated by dividing n,
by the anmual negative caseload subject to review.),

and p ard n, are defined in D213.

cverpaymaxt (or mdetpaynent) errorrate by using the formulas in
Exhibit H to estimate stratum weights, then use the eguations in D322

to estimate the corresponding sampling variances.
VARIANCES FOR SEPARATE RATTO ESTIMATES.
Under- and Overpayment Error Rates. In stratified designs, if you

estimate the overpayment (or underpayment) error rate with the separate
ratio estimator, the following formila estimates the sampling variance:

vir =2 (W'p) 2vp(x) (D23)
where
vp(r) = the variance contribution from stratum h, calculated

using equation (D12) and only the data, sample size, and
anmmual caseload corresponding to stratum h

and W'y, is the dollar weight for stratum h, defined in D221.

Payment Error Rate. In stratified designs, if you use separate ratio
estimates for the under- and overpayment error rates, estimate the
sampling variance for the estimated payment error rate fram the
following egquation:

virp) = 2 (W'h) 2V, (rp) (D24)

where
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Vh(rp) = the variance contribution fram stratum h calculated from
equation (D17) and only the data, sample size, and ‘
anmual caseload correspording to stratum h.

D322 OF OOMBINED RATIO ESTIMATES.

D322.1 Over— and Underpayment Error Rates. In stratified designs, if you use
the cambined ratio estimator for the overpayment (or underpayment)
error rate, the following formila estimates the sampling variance:

v(r) = { E (W2 (1-£a1) (S24n + T252un — 2TSyn)/Nan] )} / Usi? (D25)

where r and Ug are defined in D220; W, is the caseload for stratum h
(also defined 1n D220); arnd all the remaining terms are defined in
D310, except are subscripted with "h" to indicate that they are
calculated only fram the data, sample sizes, and anrmial caseload sizes
correspording to stratum h.

D322.2 Payment Error Rate. In stratified designs, to estimate the variance of
the estimated payment error rate when the over-and underpayment error
rates are caombined ratio estimates, use the following formula:

v(rp) = { E [th(l-fah) (Szzh + rp252uh - 2rpsuzh)/nah] Y / Usézé)

where all the terms are the same as in equation (D25) except for ry,
szzh, and s\, Teo calculate szzh use equation (D18) or (D20) applied
to stratum h; for s,,,, use equation (D19) or (D21) applied to

stratum h.

D323 VARIANCE OF THE NFEGATIVE ERROR RATE. For stratified designs, the
following formula estimates the variance of the estimated negative
error rate:

vie) =2 (W) 2vh (P) (D27)
where

vh(p) = the variance contribution from stratum h, calculated using
equation (D22) ard only the data, sample size, and anmual
caseload corresparding to stratum h

and W, is the caseload weight for stratum h, defined in D224.

D400 STANDARD ERRORS. Estimate standard errors by taking the square root of
the estimated sampling variances.
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OCONFIDENCE INTERVAILIS.

DEFINITION. Your estimated error rate and an estimate of its standard
exmrpermltymtocalmlateaw This is an
interval that with prescribed confidence contains the average result of
all possible samples of the same design and sample size.

To illustrate, if all possible samples of the same design and sample
size were selected, each of the samples were assigned to reviewers to
perform QC reviews under essentially the same conditions, ard an
estimated error rate and its estimated standard error were calculated
from each sample then:

A Approximately 9/10 of the intervals fram 1.64 standard errors
below the estimate to 1.64 standard errors above the estimate
would include the average value of all possible samples. An
interval from 1.64 standard errors below the estimate to 1.64
standard errors above the estimate is called a 90 percent
confidence interval.

B Approximately 19/20 of the intervals from 1.96 standard errors
below the estimate to 1.96 standard errors above the estimate
wauld include the average value of all possible samples. An
interval fram 1.96 standard errors below the estimate to 1.96
standard errors above the estimate is called a 95 percent
interval.

C Almost all intervals fram three standard errors below the
estimate to three standard errors above the estimate would
include the average value of all possible samples.

The average value of all possible samples of the same design and sample
design may or may not be camtained in any particular camputed interval.
But for a particular sample, you can say with specified confidence that
the average of all possible samples in included in your calculated
confidence interval.
EXMPIE. For exanple if the estimated error rate is 5.17 percent and
the standard error is 1.13 percent then the 90-percent confidence
interval is from

5.17 - (1.64) (1.13)

3.32 percent
to

5.17 + (1.64) (1.13) = 7.02 percent.
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OOMPARING PRECISIONS OF STRATIFIED AND
UNSTRATIFIED SAMPIE DESIGNS

GENERAL. 7 CFR 275.11(b) (4) establishes the equal-or-better precision
requirement for alternative sample designs. It states that an
alternative sample design must provide equal or better precision than
the smallast-pemltted smple—mndan sanple. For the active sample
the precision of interest is the precison of the payment error ratei
and for the negative sample, that of the negative error rate.

The equal-or-better-precision requirement applies to the planning of
your sampling activities and not to the actual statistical performance
ofyoursample. Thus, ﬂueprecmlm'sofcm'nceznamm__
precisions and not end-of-year calculated precisions.

'nujsﬁbmbitexplainshwtoccnpzteﬂzepzedlctedprecmlorsneededto
demonstrate equal-or-better precision for stratified samples. Use the
procedursdnscrlbedmtlusbdubltlfyuufndyunselfmanyofthe
following situations:

A New Stratified Sample Design. If your present sample for the
current year is unstratified or has different strata

definitions fram your proposed stratified sample for the coming
Year, you must demonstrate that the proposed stmtlflcatlm
satisfies the equal-or-better-precisiaon requ:.rement

B Unchanged Stratified Sample Design. If your sample for the

caurrent year is disproportionately stratified and you propose to
usethesanesanpledslgn for the caming year, you must
demonstrate with current data that the equal-or-better-precision
requirement contirnues to be satisfied. (For the active—case
sample, if previous demonstrations campared precisions of the case
error rate or the ymenten:orrates the updated
demonstration of egual-or-better precision must campare the
precisions for the payment error rate.)

C ificati i i just the le Size. If you
prq:osemﬂlemddleoftheyeartocornectformrle:hor
oversampling by changing the sampling rate, then you must
demonstrate that the zesultuxg stratified design satisfies the
equal-or-better precision design. The calculations for this
situation are much simpler than for the preceding situations—see
E340.

The Hunger Prevention Act of 1988 defines the estimated payment error rate
as the sum of the point estimates of the estimated over- and underpayment

error rates.

Youdonothavetodemonstzateequal—or—betterpreclsum if you are
proposing propo::tlaal allo:nt;.c:n of a sanple of size greater than or equal
to your minimm sample size (as specified in 3121.1). -
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sample that is prcportlcmately allocated has equal or better precision
than a simple randam sample of the same size. Therefore, if you are
proposing proportional allocation of your minimm sample size or of a
larger sample size, you need only to document in your sample plan the
mechanics of your sample allocation. If you are proposing, however, to
proporticnately allocate a sample size smaller than your minimum sample
size, you must calculate predicted variances using the procedure
described in E300.

: JLOCATE] If you are
prqaos:ng a dlspxtportlonately stratlfled sanple, ycu mst campare the
predicted sampling variances of the proposed stratified sample with
that of the smallest-allowed simple-random sample. You can make this
camparison by determining if the ratio of the predicted variances is
greater than or less than 1.0. Since dividing both the mmerator and
damjnatorofaratlobytbesamemmberleavasthemtloxmduanged
you can ignore any maltiplicative terms that appear in both predicted
variances. This greatly simplifies the calculations for those samples
in which the only stratification is by time. E340 describes these
simpler calculations.

When a sample is stratified on same basis other than by time, we say it
is non-temporally stratified. E310 and E320 describe for the active
and negative samples, respectively, the precision calculations for non-
temporal stratification.

follcw:mg procedure to delnxstrate equal-or-bet:t:er prec:smn for a
non—temporally stratified sample of active cases. This procedure
parallels the six steps of calculations described on pages 16 and 17 of
the AFDC sampling marual3. FNS regional statisticians can assist you
with these calculations by (1) estimating from your transmitted QC data
the parameters described in Step 1, below, and (2) using an FNS-
developed SuperCalc4 spreadsheet, called ACOMPARE, to do the actual
camputations based on your minimm sample size and proposed sample

recentdatasetofactlve@ses Itmstcontamthem'oraxﬂbeneflt
amounts for all your campleted cases for a period of at least six
months. It can be stratified or unstratified. If stratified, it need
not be stratified in the same way as your proposed sample. It must
also contain stratum identifiers—both for the proposed stratification
and for any stratification in effect at the time of the data set's

3 U

S. Departma'nt of Health and Human SezVJ.cs, Office of Family Assxst:ance
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sample selection. You will use this data set to estimate needed
stratunm— and population-level parameters.

You must estimate six parameters for each proposed stratum and for the
entire population. To each parameter there corresponds a subset of
your data set that we call corresponding data. Specifically, the
entire data set corresponds to the population parameters, and the cases
in proposed stratum h correspornd to the parameters needed for stratum
h. Estimate each needed parameter with the appropriate equation listed
below. The choice of the appropriate equation deperds of whether the
correspording data are (1) unstratified or proportionally stratified or
(2) disproportionately stratified.

equation
unstratified or
symbol for symbol for proportionally disproportionately

name population stratum b stratified stratified
Soa 0123

Payment error Ip Iph See D212 See D223
rate
Average error Zz 2nh (E1)4 (E1)4
dollars
Average benefit a Tn (D3) (D8)
dollars
Variance of the szz szzh (D18) or (D20) (E2)
error dollars
Variance of the szl,1 s2uh (D14) (E3)
benefit dollars
Covariance between s, Suzh (D15) (E4)

error dollars and
benefit dollars

Equations (El1) through (E4) appear below. Each of these equations can
be applied to your entire data set (when estimating population
parameters) or just to the cases in proposed stratum h (when estimating
stratum parameters).

Z =10, (E1)
whererpisﬂmpaynenterrorrate (see D212 and D223) for the

4 Alternatively, you can calculate Z as the average over the corresponding
data of the microdata defined by equation (D16). (If the corresponding
data is disproportionately stratified, calculate a (caseload) weighted
average. ) Then

Ip = Z/u.
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data and U is the average benefit amount (see equations
(D3) and (D8)) for the corresponding data.

Equations (E2) through (E4), below, follow fram pages 136 and 137 of
Cochran's s_inp_m_____gu_ais (third edition). These equations assume
that the sample size is large. The subscript of "k" indexes the strata
that were in effect when the cases in your data set were selected.

s%z = 2 ¥ Gz /max - @2, (E2)
i
2 = 1.2 - 2
S%a EW}( (Eu]_k )/nak - , (E3)
i
Suz=§wk (?uikzik)/nak -0z (E4)
m;arewkisthek_tgstraum‘smseloadweight5vd_thr_asw_w
corresponding data and nyx is the mmber of campleted cases in the kth

ard
g\t-;g!g& gver tgelgoequatlcms (E2) t'hrough (E4) are (caseload) weighted

EXAMPIE. Consider the following data set® and proposed strata:

h k Ny ujx 2jx
10 1 10,000 100 o
150 o
30 30
2 15,000 150 0
75 10
20 3 25,000 40 0
50 S
Then
f; = 3/10000 = .00030
£, = 2/15000 = .00013
£, = 2/25000 = .00008 .

5 Caseload weights are with respect to subject-to-review cases (see D222).

6 This example, which we provide only for purposes of illustrating the

calculations, does not satisfy the assumption (for equations (E2)

necessary
through (E4)) that the sample size is large.

E-4
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Thus, neither the entire data set nor proposed stratum 10 is
proporticnally allocated. Calculating the caseload weights gives:

W = 10000/50000 = .2
W5 = 15000/50000 = .3
W3 = 25000/50000 = .5
W/ (W+p) = .4

Wo/ (Wi+W3) = .6 .

The estimated parameters are
Z= (.2)(10) + (.3)(5) + (.5)(2.5) = 4.75
O = (.2)(93.3) + (.3)(112.5) + (.5)(45) = 74.91
Ip = 4.75/74.91 = .0634
s2, = (.2)(300) + (.3)(50) + (.5)(12.5) - (4.75)2 = 58.7

s2, = (.2) (11133) + (.3)(14062.5) + (.5) (2050) - (74.91)2 = 1858.8
Suz = (-2) (300) + (.3)(375) + (.5)(125) - (4.75)(74.91) = -120.8
Z10 = (.4) (10) + (.6)(5) = 7.00

Ujp = (.4)(93.3) + (.6)(112.5) = 104.82

s2,10 = (.4) (300) + (.6)(50) — (7.00)2 = 101

s2,00 = (-4) (11133) + (.6) (14062.5) — (104.82)2 = 1903.5
(.4) (300) + (.6)(375) —-(7.00) (104.82) = —388.74
Z,0 = 2.5

Uyo = 45

¢

Tp20 = 2.5/45 = .0556
82,50 = (2.52 + 2.52)/1 = 12.5
2 (52 + 52)/1 = 50.0

5%u20
Suz20 = [(-5) (=2.5) + (5)(2.5)]/1 =25 .

E312 SIEP 2: PREDICT UNSTRATIFIFD VARIANCE. Use equation (D17) to predict

the unstratified sampling variance, Vian. U, Irp, Spz, and s2, are the
mwmmmstepl.naisymm" active-
case e si simple~ ing, which will probably be

diffenentfrunthemmberofcasesinthedatasetycuusedinstepl.

E313 STEPS 3 & 4: PREDICT INDIVIDUAL, STRATA VARIANCES. Use equation (D17)
topredictﬂmesamplin;\_rarianceforead)prtpcsedstraum. ‘[I,‘r,
szz,arﬂszuareﬂxemtedearametersfmStepl. n, is

E=-5
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the mumber of reviewable cases that you propose to allocate to the
particular stratum.

STEP 5: PREDICT STRATIFIFD VARIANCE. Use equatiaon (D24) to predict
the stratified sampling variance, Vgtrat. Vh(rp) is the result for
stratim h from Steps 3 and 4.

STEP 6: COMPUTE VARTANCE RATTO.
RATTIO =Vstrat/vran .

IfRATIO:leossthanorequaltolo your proposed sample design
satisfies the equal-or-better precision requirement.

Since RATIO depends on estimated parameters from Step 1, the
calculated value of RATIO is also an estimate. Because of sampling
variability, the calculated value of RATIO may be greater than 1.0 even
if the actual value of RATIO is less than or equal to 1.0.
Consequently, the (FNS—develcoped) ACCMPARE spreadsheet calculates 95-
percent, 87-percent, and 75-percent lower confidence limits for RATIO
based on the its estimated standard error.

We will conclude that your sample design fails the equal-or-better—
precision requirement if the following criterion is satisfied:

A The 95-percent lower confidence limit exceeds 1.0, OR

B The 87-percent lower confidence limits exceed 1.0 for any two out
of three years, OR

c The 75-percent lower confidence limits exceed 1.0 for any three
aut of four years, OR

D The calculated values of RATIO exceed 1.0 for five consecutive
years.

If the true value of RATIO is really less than or equal to 1.0, the
probability this criterion will be satisfied is less than 0.05—that
is, a chance of less than one in twenty.

NON-TEMPORAL STRATIFICATION OF THE NFEGATTIVE-ACTION SAMPLE. Use the
following procedure to demonstrate equal-or-better precision for a non-
temporally stratified sample of negative actions. FNS regional
statisticians can assist you with these calculations by using an FNS-
developed SuperCalc4 spreadsheet, called NOOMPARE, to do the actual
camputations based on (1) the negative error rates you estimate in
Step 1, below, (2) your minimum sample size, and (3) your proposed
sample allocation.

; [ : : You need a
datasetof at least smmom:hsof sanpled negata.ve actions in arder to

E-6
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estimate the negative error rate for the entire population and for
each proposed stratum. This data set must contain the error firmdings
and stratum identifiers-—both for the proposed stratification and any
stratification in effect at the time of the data set's sample
selection. Use equation (D4) to estimate a needed negative error rate
if the correspornding data are unstratified or proporticnately
stratified. Use equation (D11) if the corresponding data are
disproportionately stratified.

2: I CE. Use equatlon (D22) to predict
the unstratified sampling variance, Vyan. P is the estimated
m;_t&nnegatlveerrorrate fram Step 1. rhlsywrm,m,mgm
negative-action sample size for simple-randam sampling, which will
probably be different fram the number of cases in the data set you used

in Step 1.

STEPS 3 & 4: PREDICT INDIVI STRATA . Use equation (D22)
to predict the sampling variance for each proposed stratum. p is each
proposed stratum's negative error rate from Step 1. n, is the mumber
of reviewable cases that you propose to allocate to the particular
stratum.

STEP 5: PREDICT STRATIFIED VARIANCE. Use eguation (D27) to predict
the stratified sampling variance, Vgtrat: Vh(P) is the result for
stratum h fram Steps 3 arnd 4.

STEP 6: COOMPUTE VARTIANCE RATIO. This step for the negative sample is
the same as for the active sample (see E315), except that the (FNS
developed) spreadsheet NOOMPARE provides lower confidence limits for

RATTO.

END-OF-YFAR MINTMUM SAMPIE SIZES FOR ALTERNATIVE SAMPIE DESIGNS. At
the end of the year, the minimm sample size for an alternative sample

design equals the sample size specified in the sample plan (or in
conjunction with a mid-year sampling correction) multiplied by the
following:

A If RATIO is greater than 1.0 (but we did not conclude that the
sample design failed the equal-or-better-precision requirement),
then the multiplying factor, called NFACICR, only adjusts for the
difference between the actual caseload and the estimated caseload
as follows:

1 If the actual caseload is larger than the estimated caseload
but by less than 20 percent, then NFACTOR = 1.0.

2 If the actual caseload is larger than the estimated caseload
by more than 20 percent or is less than the estimated
caseload, then

NFACTCR = N'pin/Dmin »
E-7
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where

N'pin = minimm sample size for simple random sampling
based on your actual caseload, and

Npin = minimm sample size for simple randam sampling
based on your estimated caseload .

B If RATIO is less than 1.0, then the multiplying factor is
(RATIO) (NFACTOR) .

E340 STRATIFICATION BY TIME. The camparison of precisions simplifies
considerably if the only stratification is by time. The reason is our
analysxs of QC data indicates that population means, variance and
covariances are approximately constant across months. Thus, these
ternswnbeczncelledoutofboththemmexatorarﬁdenamnatorof
RATIO (see E315 and E316) when there is no other type of stratifica-
tion. In this situation, RATIO will be less than or equal to 1.0
(indicating that the sample design satisfies the equal-or-better-
precision requirement) if

2 .
¥ w2/, < /ngi
1Wh it Npln

where
W, = the caseload weight for stratum n?,

n, = mumber of reviewable cases in stxratumh, h =1, 2, . . . , L,
and

Npin = the minimm sample size for simple-random sampling.
Iet
1
A = Yrpin - 5 W2/m, -
=1
If A is zero or negative, then the stratified design fails to satisfy
the equal-or-better-precision requirement. If A is positive, then
r
np, > Wp2/a

assures that the stratified design satisfies the egual-or-better-
precision reguirement.

7 Caseload weights are defined with respect to gubject-to-review cases (see
D222 and D224).
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Special Case. If there are only two strata, then the stratified
design satisfies the equal-or-better-precision requirement if

ny - Wi?ngin > O

ny > (Mpin - M) + (n - Wingin)%/(ny - Wyngin) -

E341 EXAMPLE. At the beginning of the year, you predict the average-monthly
subject-to-review caseload will be 45,000. You have signed a
reliability waiver, so ngpjn = 930 and npin/12 = 77.5. You sample
systematically. Four months into the year, however, the following are
the sampling parameters by month:

N n (reviewable)
30,000 52
25,000 43
26,000 45
24,000 41
105, 000 181

where N is each month's subject-to-review caseload calculated from one
of reviewable-caseload the equations in 3320; and n is either (1) an
exact count of each month's reviewable cases (if all cases in the
month have been disposed) or (2) an estimate obtained by adjusting the
nmumber of selected cases dowrward by the anticipated mmber of Not
Subject To Review cases.

In light of this information, you predict that the average monthly
caselocad for the remaining eight months will be 25,000. Thus, the
updated, subject-to-review
anmual-averadge monthly caseload [105,000 + (8)(25,000)] / 12
305,000 / 12 = 25,417 ,

which implies npin = 578. If you continue using the same sampling
interval, your expected sample size at the end of the year will be

181 + (8) (77.5) (25,000) /45,000 = 525.
Thus, you must correct for undersampling, which you propose to do by
changing your sampling interval. The resulting stratified design has
the following caseload weights:

W; = 105,000 / 305,000 = .344 Wy =1 =-.344 = ,656 .
The mmber of reviewable cases that you need from the remaining eight

months, dencted ny, in order to satisfy the egual-or-better precision
requirement is calculated as follows:

E-9
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Dpin — W12Npin = 181 = (.344)3(578) = 112.6
ny, > 578 - 181 + [181 -~ (.344) (578)12/112.6 = 397 + 2.8 = 400

ny/8 > 50.

Assume you change your sampling interval to provide for the remaining
eight months the needed 400 reviewable cases. After another four

months, however, the resulting sampling parameters are:

N D (reviewable)
21,000 42
20,000 40
19,000 38
20,000 40
80,000 160

In light of this additional information, you predict that the
monthly caseload for the the last four months will be 19,000. Thus, the
updated, subject-to-review

apmal-average monthly caseload = [105,000 + 80,000
+ (4) (19,000)] / 12
= 261,000 / 12 = 21,750,

which implies npjn = 512. If you continue using the same sampling
interval, your expected sample size at the end of the year will be

181 + 160 + (4) (50) (19,000)/25,000 = 493 .
This is less than

Mmin' = (181 + 400) (512) /578 = 515 ,
which is the projected minimm sample size at the end of the year for
the two-stratum sample design. Hence, another correction for
undersampling is needed. The following calculates the mmmber of
reviewable cases needed for the last four months:

W, = 105,000/261,000 = .402

W, = 80,000/261,000 = .307

Wiy =1- .402 -.307 = .291

A =1/512 - (.402)2/181 - (.307)2/160 = .0004713

n3 > (.291)2/.00004713 = 180 .

E-10
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Nyin" = projected minimm sample size at the end of the year for
the three-stratum sample design

=n; + ny + ny

181 + 160 + 180 = 521

[Note that npip" = 521 > ngjn' = 515 > npgg, = 512 .]

E~-11
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ITLIDSTRATION OF THE PROPERTIES OF SAMPLE-BASFD ESTIMATORS

Consider a population consisting of six elements with values of 1, 2, 3, 6, 7,
and 8. Then the population mean is

(1+2+3+6+7+8) /6 = 27/6 = 4.5.

Column 1 of the following table lists the 15 different ways to select simple
rardom samples of size 4 from this population.

sample squared

sample mean difference
3678 6.00 2.25
2 678 5.75 1.56
23 78 5.00 .25
236 8 4.75 .06
2367 4.50 .00
1 678 5.50 1.00
1 3 78 4.75 .06
1 36 8 4.50 .00
1 367 4.25 .06
12 78 4.50 .00
12 6 8 4.25 .06
12 67 4.00 .25
123 8 3.50 1.00
123 7 3.25 1.56
1236 3.00 2.25
TOTAL : 67.5 10.38

TOTAL/15 : 4.5 .69
(Expected (Variance)
Value)

Colum 2 shows the sample mean associated with each sample. Each of these
sample means is an estimate of the population mean of 4.5. Since the average
over all 15 samples of the sample mean is 4.5, the sample mean is an unbiased
estimator of the population mean. Colum 3 shows the squared difference
between each sample mean and 4.5. _The average sguared difference—that is, the
variance of the estimator—is 0.691. Hence, the standard error is

/0.69 = 0.83 .

1 This illustrates the calculation of the sampling variance as it is defined
in 2310; that is, calculated from the estimates associated with all
possible samples. In applications, however, the sampling variance can
usually be estimated from the data association with a single sample. For
example, see Exhibit D.
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Wwe now define the three elements whose values are
and the three elements whose values are 6, 7, and
of the next table lists the nine different ways to select a proporticnally
stratified sample of size 4 fram the population.

sample sguared

sample mean difference
23 7 8 5.00 .25
236 8 4.75 .06
2367 4.50 .00
1 3 7 8 4.75 .06
1 3 6 8 4.50 .00
1 367 4.25 .06
12 7 8 4.50 .00
12 6 8 4.25 .06
12 6 7 4.00 .25
TOTAL : 40.5 .75
TOTAL/9 : 4.5 .083

(Expected (Variance)

Value)

The average of the sample means over the nine samples is 4.5. Thus, the sample
q:eanisagainanm:biased&stimatorofthepqxﬂatimmean. The standard error
1is

/.083 = 0.29 .
Since the variance of the proportionally stratified sample (0.083) is smaller

than the variance of the simple random sample (0.69), the proportionally
stratified sample has better precision than the randam sample.

F=2
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EXHIBIT G
EXAMPIE OF A STATE RELIAEBILITY WAIVER STATEMENT
I (We), ’
State Official(s) Name(s)
the ’
Position(s)
certify that I/we have the authority to enter into binding agreements on behalf
of the Food Stamp Program.

State

Pursuant to 7 CFR 275.11(a) (2) (viii), I/we, acting in my/our official

capacity(ies), elect on behalf of the State to exercise the option to reduce

the standard Food Stamp—-QC active sample by determining the minimm sample size

on the basis of 7 CFR 275.11(b) (1) (iii) instead of 7 CFR 275.11(b) (1) (ii).

Based on an estimated average monthly caseload of subject-to-review

cases, this election reduces ocur minimm sample size of cases to
cases for the annual sample period, Octcber 1, 19 __ through

September 30, 19 _ .

If at the erd of this annmual sample period the actual average monthly caseload
of subject-to~review cases differs from the estimated average monthly caseload,
I/we agree that the value of "n" used in the formula specified in 7 CFR
275.11(b) (1) (iii) will be determined according to FNS Handbook 311, Section
3121.1 (B).

I/we recognize that by electing this option the Food Stamp error rate based on
this reduced sample size may have less precision than the error rate produced
by the standard sample size. Because of this possible effect, the State waives
the right to challenge the precision of the resulting Food Stamp error rate
based on the reduced sample size.

Signature Signature
Title Title
Date Date
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ESTIMATION OF STRATUM WEIGHTS FOR STRATIFIED SYSTEMATIC SAMPIES!

GENERAI.. Exhibit D defines the two kinds of stratum weights-——caseload
weights and dollar weights-—as follows:

W, = caseload weight for stratum h

= the proportion of the total mumber of subject-to-review cases
that belong to stratum h

W'y, = dollar weight for stratum h

= the proportion of all benefit dollars issued to subiject-
to-review households that are issued to households in
stratum h.

Because these weights pertain to subject-to-review cases, you may be
uncertain of the correct values of your stratum weights when your
sampling frames contain many listed-in-error cases. Consequently, this
Exhibit presents formilas to estimate strathm weights in stratified
systmatic samples. Though these formulas can also be applied to same
integrated sample designs (that employ systematic sampling), we confine
the following discussion to non-integrated samples.

CASEIOAD WEIGHTS. The formula for estimating the caseload weight is

Wh = Np(population) / N(population) (H-1)
where
N (population) = [np(select) — mp(NSR)] Ips (H-2)

1 The weights calculated here sum to 1.0 when added across strata. This is
not a necessary requirement for weights used in a combined ratio estimate

(see D222). For example, if the weights were to sum to 2.0, then the
factor of 2.0 would cancel out fram the mumerator and denaminator of the

cambined ratio estimate. For the separate ratio estimate, however, it is
necessary for the weights to sum to 1.0 (see D221).
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mmber of cases selected from the sampling frame
during the year in stratimm h (Include those selected
cases that are subsequently deselected in a correction
for oversampling. Also, include cases selected by
supplemental sampling (either from the full sampling
frame or from a reserve pool) to correct for
udersampling. Exclude those cases placed into a
reserve pool but never removed fram the pool to provide
additional reviews to correct for undersamplirg.);

= mumber of selected cases disposed of as not subject to

review during the year in stratum h (Exclude those
cases placed into a reserve pool but never removed from
the pool to provide additional reviews to correct for
undersampling.) ;

= the effective sampling interval (see 3122.2) for

stratim h (If during the year you adjusted the sample in
stratum h to correct for under- or oversampling, then Iy
is the revised effective sampling interval. If you
corrected for undersampling by reviemm additional
cases fram a reserve pool id

revised intexval, thenycum:stadjustlhbe.foreusng
it in equation (H-2)-—see H400.); and

Z M -

DOLIAR WEIGHTS. The formula for estimating the dollar weight is

-~

W'n = N0 / F Mk (5-3)

where Ny, is defined in H200 and T, is defined in D220.

SPECIAL SITUATION. If you corrected for undersampling by reviewing
additional cases from a reserve pool but did not calculate a revised
interval, then you must adjust Il;l before using it in equation (H-2).
If you use the method described in 3122.3 to select cases for the
reserve pool, then use the following formula to adjust I for its use
in equation (H-2):

I'n

adjusted value of Ip (H-4)

Ianlph / (Iph = 1 - fp)

H-2
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where

Iah = the actual sampling interval in stratum h for selecting
cases (both review and reserve) fram the sampling frame,

Igh = the subsampling interval in stratum h for selecting
reserve cases fram the set of sampled cases,

fh = Nyh/Tph

Nyh = rumber of cases withdrawn from the reserve pool in
stratum h and added to the set of cases to be reviewed,
arnd

ph = total mumber of cases put into the reserve pool for

stratum h.

Note that if fj=1, then I'y = Iyh.

H-3
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SOURCES OF RANDOM NUMBERS

COMPUTER GENERATION OF RANDOM NUMEERS.

D. An ad-hoc method for producing a four-digit (or
less) randam number is to scale the system—clock values of unit-seconds
and milliseconds. For example, if the system clock reads
22:15:37.175, you would multiply 0.7175 by the sampling interval
(assumed to be an integer between 1 and 9999), add 1.0, and round down
to the nearest integer. This method produces ocne rarndam number that is
uniformly distributed over the range of the sampling interval. The
drawback of this method is that if it is used in a program to
generate two or more randam mumbers, the system clock will change very
little during the time the random mmbers are generated. Thus, the
resulting randamn mumbers will not be randamly distributed but will
instead be serially correlated. Reversing the digits (thus, 0.7175
becames 0.5717) reduces serial correlation between resulting rumbers
but does not eliminate it. Serial correlation can also be reduced by
producing only one random mumber for each execution of the camputer
program and then re—executing the program to obtain additional randam
mmbers. Ancther drawback of this method is that it is sensitive to
the camputer operator's start-up procedures. For example, if your
program is one of the first programs to execute following start-up,
then a randam mumber based on the system clock will over-represent low
numbers and under-represent high numbers. The reason for this, is that
the system clock is usually started by the operator typing into the
console terminal the time of day to the nearest whole minute. Related
to this phenamenon, is the effect of deferred-execution directives to
the operating system. For example, if you direct the operating system
to execute your job at 5:00, then the time at which your program reads
the system clock will not be a randam event. Because of the variocus
drawbacks of this method, we recammend it anly if your program is
generating only one randam rumber and its execution envirorment assures
that the reading of the system clock is a randam event.

PSEUDO-RANDOM NUMBER GFNERATORS. A better method for generating randam
rumbers is to use special camputer programs, called pseudo-random
mumber generators. These are programs that have been tested and refined
to produce mumbers that satisfy various statistical tests for
randamess. Pseudo-random mumber generators are sametimes present in a
programing language's function library. Other sources include
subroutine libraries available from camputer users groups or cammercial
software campanies or accampanying textbooks on mumerical methods for
camputers. An example of the latter is the book by Kahener, Moler, and
Nash (1989)1 which contains a 5.25 inch floppy disk of FORTRAN

i . Unfortunately, not all pseudo-randam mumber generators
included in cammercial packages have been sufficiently tested.

1

Kahener, David; Cleve Moler; and Stephen Nash (1989). Numerical Methods

and Software. Prentice Hall.
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Therefore, you should inquire about the statistical tests a pseudo-
randam mumber generator has been subjected to before you cammit to
using it. If you do use a pseudo—randam number generator, be sure that
it is designed to produce uniformly distributed random mumbers.

Most psendo-randam generators require a "seed value" to initialize
their calculations. Therefore, to get different sets of random
numbers from separate runs of your program, you mist provide different
seed values for each run. Same possibilities for seed values are the

following:
A The date, if you execute your program on different days.

B Values based on the system clock, providing that the time of
execution is a randam event and not controlled by system start-up
or deferred execution directives (see I110).

c Numbers abtained fram a table of randam digits (see I200).

D An arbitrary number as seed value for the first execution,
followed by an outputted random mumber from the immediately
previous run being used as the seed value in succeeding runs.

TABLE OF RANDOM DIGITS. The digits in a table of randam digits appear
to be determined entirely by chance. You acbtain a sequence of random
mumbers from such a table by grouping together a fixed mumber of digits
as you progress through the table. Since the individual digits are
entirely randam, you abtain a sequence of random numbers from any
cambination and sequence of digits, abtained from any progression (in
any direction) through the table, starting from any randamly selected
starting point.

For simplicity of use, published tables of randam digits often appear
in the form of separate columns of five-digit mmbers. Both rows and
colums may be consecutively mumbered for easy reference. The fixed
number of digits to be used for a given sequence of random mmbers
deperds on the value of the largest desired randam number. For
example, if the population to be sampled consists of 84 cases, rumbered
1 through 84, random mumbers of two digits are required. Similarly, if
in another population the highest number assigned is 796, random
mumbers of three digits are required. To obtain a two-digit,three-
digit, seven-digit, or other size mumber from the table, cambined
adjacent digits as needed. It makes no difference where in the table
long as you start in a different place each time you use the table.
Example: If the highest consecutively mumbered case in the population
is 7,543, assume that a randamly selected locatjon starts with the five

digits in line 129 of column 4 of Table Il. Assume also that it is
decided in advance that the mumbers to be used in drawing the sample

I-2
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will be consecutive numbers cbtained by reading across the columns from
left to right on each consecutive line in the table until a sample of
the desired size has been accumulated. If the first four digits of
each number in each five-digit column are used, the sample would
consist of cases identified as 4140, 1881, 5869, 2925, 5548, 433, 43,
8317, 7015, 8933, 9948, 2446, ard so on mt:.l t.he dasued sample size
is aobtained. 'memmber58317 8933, 9948, as well as any other
number larger than 7543 thatnaylaterbeermmtenadaxemt usable
for this universe and are, therefore, rejected.

Table Il lists 10,000 randam digits. We generated this table from a

FORTRAN program that called the UNI subroutine from the book by
Rahaner, Moler, and Nash (1989).

I-3
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Table T1. 10,000 Random Digits

3

4

5

6

7

8
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]

10

036
037
038
039
040

042
043
044
045
046
047
048

050

77553
27817
51706
98784
77616
29405
18149
56293
73389
05748
43331
32180
16771
01079
68291
85791
08303
52836
25311
57107
27054
07432
92381
30838
52975
47425
83524
53916
92723
41194
74578
42489
25674
98129
12823
08849
78806
81243
75082
01339
02805
52260
94298
04063
60557
52487
60247
87479
59556
20999

84790
68856
39460
94193
17523
51439
34562
88971
59414
16637
53679
71403
37774
96387
09372
08892
62404
22523
14264
80339
91912
33631
16807
84089
39655
41582
24206
73928
50166
95181
64960
27009
81128
039267
63580
13552
48854
14947
59280
53335
19078
32477
84308
52653
26087
85247
05726
38192
34367
43175

29740
83913
87187
40943
35918
93471
57636
20293
89870
41382
24141
13304
74063
98240
42298
34703
79240
87004
73817
07154
00228
87914
68170
05216
85020
02017
87374
50758
69349
09724
12129
19607
91810
07110
75562
28789
11454
84726
58330
77348
85671
36082
48542
62153
61798
38518
41015
05982
30314
47958

01754
57706
89961
70962
53754
31327
12270
36739
56851
98646
79271
11818
55451
36062
83068
72929
80228
88003
28124
14786
80670
90602
32155
60869
13212
18677
93427
86501
17197
26983
64942
17501
33192
17117
17475
33968
19424
72591
86168
42907
79317
60922
48022
65990
71916
10041
46428
14800
12900
31740

12167
83064
99675
04056
08389
85330
75633
85895
75850
85467
50308
85454
43673
17384
14657
04402
46570
27375
92838
21518
77340
95195
14931
85475
32118
45852
94669
87861
61023
99749
27917
70376
12730
29745
26497
32068
29423
91250
40008
68413
08278
60178
77923
52546
07937
34377
27525
79962
75567
05231

52710
53457
18564
28220
13665
63946
59609
79689
28032
66794
75974
28240
32713
65367
84711
65438
66999
58057
90269
16676
79194
16360
44069
19719
10215
82693
73999
66174
67011
20556
18665
29672
66009
23240
67370
54005
24294
72145
55288
23632
87149
37754
65827
52666
34938
89337
56463
77007
40169
43299
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88928
21739
94136
43650
70349
47791
26558
02649
11922
21068
69195
23897
56664
58131
88555
88550
74408
81069
52031
62155
05349
34228
41034
61437
86288
06540
26785
55598
60008
19624
52534
82816
53370
97643
20920
38603
34314
43569
67574
06823
78061
22329
62117
62661
34358
25502
75710
28915
28778
82497

18235
60178
63402
89768
98104
75617
19474
01794
26594
48411
54244
58898
43220
59868
56350
87391
16587
87568
01522
96893
91847
30342
86696
90834
05720
67092
32419
61367
69401
24066
26366
08505
60446
84564
44800
62500
32095
85013
70079
01132
75300
82588
75816
60477
26830
62838
08503
07529
66663
77328

38745
39246
47289
93126
21301
23290
32497
47385
37914
22796
55627
16355
46679
88672
56512
35870
84323
86294
62525
23837
80262
38136
94535
05230
76402
82736
66146
11929
87189
09873
73163
46615
49206
75635
59648
53702
74451
12819
21568
65396
79273
19644
02177
92273
10925
02468
81473
89814
80413
13981

56447
04462
98257
53382
59039
33306
56789
66925
95861
12053
54958
58804
45981
89262
72399
82946
89416
09382
07916
22281
56029
87482
11665
77610
24246
46549
70962
19361
65816
01915
70354
86533
07890
19312
94092
13206
25312
02383
83130
84563
19950
32605
21504
15574
30028
59466
99271
05564
31159
82061

001
002
003

005
006
007
008
009
010
011
012
013
014

016
017
ols
ol19
020
021
022
023
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1 2 3 4 5 6 7 8 9 10
051| 72201 41294 56688 54267 69696 38928 66206 86275 56495 91473| 051
052| 51646 43481 07105 21706 27183 49286 71153 43293 43408 98949| 052
053| 20049 59233 01948 74735 84886 79630 21046 84127 48800 47896 053
054 13376 23060 27705 30523 49191 29449 20929 83007 64997 34667| 054
055] 72820 37114 15403 20453 59487 31630 12055 44870 95127 06361] 055
056 82660 66526 59592 46438 42906 94220 25647 16358 39429 66873| 056
057| 66232 19463 46519 49495 00490 97011 00638 95504 22017 09711| 057
058| 45660 84124 86196 36733 85372 18118 52722 95632 43949 67989| 058
059| 83843 45857 45091 46024 62474 18757 90060 72398 55552 86798| 059
060| 26674 49635 45666 42739 00026 54091 00794 66239 76804 64374| 060
061| 56866 72236 08697 15059 55450 91735 53235 02273 64494 65759} 061
062] 72170 13581 64230 94335 04139 53915 45699 33165 64053 36333 062
063| 38542 32773 27215 03450 25832 31468 84124 41717 52515 26407 063
064| 96499 99270 37077 63685 22883 29302 44435 54460 67706 48573| 064
065 64013 16885 58119 43152 65502 06484 73126 47608 10969 72049| 065
066 03299 41478 19039 16434 11003 38622 26933 10435 11536 03824| 066
067| 06862 86524 89627 00791 28609 34555 61596 35367 08005 03371| 067
068 40443 53595 53066 14362 48122 57775 82534 31723 95713 10679| 068
069! 57815 06496 08876 17550 21978 93104 85412 65727 15828 56495( 069
070| 92289 79363 54325 74606 28752 02572 76087 93884 67908 61765| 070
071) 42243 18779 17731 81639 13719 28966 38720 21185 89975 78479| 071
072} 29137 19152 56131 06478 81395 50385 99850 88972 60784 30443]| 072
073] 70984 99223 70971 54536 12965 86838 92726 17259 69333 93505| 073
074| 15604 30256 20336 63350 73924 69261 69891 65975 96823 03620| 074
075| 37472 40894 64306 84969 48329 12175 78548 22857 62469 34813| 075
076| 59605 49429 46080 52721 22085 73764 36361 19185 61590 61261| 076
077| 75868 22254 48899 18491 08752 79381 50962 94732 60588 12600| 077
078| 94236 37642 91175 33539 09974 16366 18255 24952 74597 70431| 078
079 79254 13250 22805 90364 83924 86580 50220 67924 89394 94991| 079
080| 80322 38740 73052 99094 45817 55755 38794 58927 12505 20960/ 080
081| 24205 80349 08495 64180 19053 82901 77977 80786 29141 54205| 081
082] 62021 59292 12045 92351 33045 24430 81237 77352 98813 31889| 082
083 41813 85501 98858 18096 33452 17507 44505 84588 08244 91264 083
084 33139 92458 89383 68157 26876 52086 71466 30088 40625 40887| 084
085! 80539 22138 93194 55278 40723 70350 57395 73836 16694 73799| 085
086| 68569 85866 40258 62403 09544 70935 99522 30405 95483 65022| 086
087 11338 13818 58186 25776 18302 60468 60715 56740 52071 59561| 087
088| 85163 77680 88669 67548 36566 21664 44310 25260 94484 15458| 088
089| 43573 59076 65915 42561 63236 76076 13686 78072 39566 75503| 089
090| 87167 64197 30533 37308 27944 31128 20695 28097 82448 44275| 090
091} 63360 40091 91153 20036 68217 56249 61079 67304 61075 24853 091
092] 89220 20649 63232 04651 93897 29505 05527 27652 08588 16026 092
093| 54924 72707 84237 53755 98164 98661 90279 88739 96274 40071| 093
094| 26616 69868 52639 66750 90701 30715 40525 42275 91571 24772| 094
095| 99900 80123 24493 12438 23320 01350 10548 98347 99276 16789] 095
096| 98493 58870 56708 11212 41072 54287 72735 95649 66991 27123| 096
097| 47477 85534 86274 69753 43043 69242 94321 20909 43429 13601| 097
098} 87529 37934 70185 11735 10101 53137 08488 42215 84345 32343] 098
099| 18409 81970 20066 48638 72852 54930 07163 88619 56075 09736| 099
100 14831 06586 13791 47303 72998 55657 57522 82007 57674 15703 100
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1 2 3 4 S 6 7 8 9 10
101} 07240 75212 78429 00618 69668 91210 22522 70024 85214 68992 101
102| 26590 66591 47371 79670 66001 29693 93344 49725 31020 93530| 102
103| 97651 48672 59457 55097 85713 42405 20784 13221 03206 98993 103
104 20224 73798 90676 09967 16184 21871 76430 09296 86650 36842 104
105} 72418 94098 63547 10195 98064 98096 17827 15232 67781 42414| 105
106| 07295 39405 93311 40944 44800 02897 66602 93894 13565 24782| 106
107| 58957 28744 47107 92790 24601 88598 39068 31210 63260 30978| 107
108| 60237 59247 70825 48103 53301 89335 47166 15386 53518 12307| 108
109| 67579 87183 28583 86544 65521 87922 81659 15142 01813 80038| 109
110| 80539 37623 85798 02580 38199 21453 68781 21501 69946 21351 110
111| 41682 18953 34258 25173 52875 64839 11415 42235 54027 20124 111
112| 70565 05231 03288 84448 16695 60321 22684 90580 32315 60997 112
113| 53909 64871 54562 05027 52789 17292 18050 24424 54248 50166| 113
114| 12447 89558 72434 50596 68197 93275 90468 46127 24552 42265| 114
115| 13275 09467 63934 31891 66175 70613 15962 69399 24177 18392| 115
116| 37740 55614 72879 60917 67985 72684 18147 17516 71293 64315| 116
117| 73196 07641 58333 95529 01567 93087 98480 12760 39061 95912 117
118| 38053 85351 21394 86178 74320 31578 22927 41388 56672 64846 118
119| 90407 50719 69401 05134 56863 03227 45389 14471 71659 01597| 119
120| 65641 57244 91043 70827 04974 01837 64031 01416 27567 57726| 120
121} 42218 77378 31979 93614 78160 96480 36881 91947 67539 62415| 121
122| 69503 08871 96293 28518 16650 81337 17751 60444 09002 210594| 122
123| 63666 57422 78671 16138 04734 83378 30121 61584 09108 53557 123
124| 52761 39774 18621 53134 97002 91979 62682 72029 76896 99900] 124
125| 88014 51530 66450 53950 08031 13066 39622 69529 14665 85055| 125
126| 60156 23091 33784 04975 89556 64945 70637 93681 31630 07592| 126
127| 65327 59339 86953 21184 20752 53776 75777 68888 43215 99963| 127
128| 83754 91957 19858 96846 08765 08547 21929 97387 60033 21352| 128
129] 01424 33234 36424 41401 18817 58695 29257 55481 04330 00439| 129
130 83172 70152 89334 99489 24462 49999 69961 76475 43752 67592| 130
131] 92656 95733 74721 23629 71636 41044 79699 29068 12763 29562| 131
1321 15932 47873 69664 51555 86893 13423 50946 99842 66652 55924| 132
133] 23927 80033 46169 63637 69357 30673 36989 02847 62943 24637| 133
134| 90835 65481 71776 94827 27652 73888 34137 41467 20146 9908B0| 134
135| 15936 07031 06640 79899 12447 01310 17533 29745 76755 96126/ 135
136] 75937 38163 17809 76671 10254 54745 17077 99910 77766 89416] 136
137| 63807 79646 31299 15290 61475 79718 28873 02654 26512 05597| 137
138| 91840 21890 38224 22321 71692 08929 36152 39832 17198 65103 138
139] 57480 22066 82251 99664 71163 48268 08390 80071 38331 28790 139
140| 81405 16278 27457 42043 00888 71262 29917 56739 52362 99326 140
141| 91988 50456 46360 56483 26824 38045 15660 17994 88367 74828| 141
142| 23816 50670 64333 98238 84223 76482 42214 66837 37022 92566 142
143| 56054 06285 38507 91559 83973 36482 18335 80724 00149 67022| 143
144| 94041 43796 19289 11220 14593 03383 54795 88413 92337 66809| 144
145| 76695 63320 27834 51387 84926 40090 65961 74089 45914 33491| 145
146| 15882 39007 65292 90502 82166 49323 46293 75517 82556 01030| 146
147| 03048 85241 56804 21259 56537 71967 22975 79426 83719 20350| 147
148| 75753 62032 18362 56662 94878 92137 69955 61268 50783 29753| 148
149 42573 45655 15397 22513 45616 82713 61885 93170 17956 96806| 149
150| 43633 48300 59897 58554 16639 04950 24877 71723 21772 79051 150
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1 2 3 4 5 6 7 8 9 10
151 43480 92280 28154 02900 22529 28510 04183 60759 36304 73895| 151
152| 12194 40230 17588 07593 62471 19845 94712 27406 31823 58443| 152
153 21439 11824 30734 47613 23193 81366 74194 39207 95986 43388 153
154 20845 28517 66501 30212 61127 33712 98283 68917 41215 74833 154
155| 64751 21384 54545 20699 97717 10202 46595 36513 23655 30244| 155
156| 27094 67239 95528 18581 28250 49321 88417 95669 74872 43988] 156
157| 34694 18239 69095 71908 38335 80393 49060 40678 23633 31119| 157
1581 57737 44362 19439 21203 66592 64802 92914 54168 81572 32662] 158
159| 82889 66827 93255 80141 66292 44643 13815 59627 04991 39540| 159
160| 08576 30416 28437 56809 29137 33128 08002 05832 07020 06744 160
161] 35261 92162 18307 31914 23626 86095 09366 97881 51737 03669| 161
162| 15196 09876 70975 37617 29138 64422 15090 28131 64014 44261| 162
163| 68207 54875 49926 82937 36829 12361 23249 85348 92640 45471| 163
164| 82204 08460 27269 16268 22101 66875 66489 17250 60542 95383| 164
165| 29244 29145 99540 12759 85640 04695 03248 15209 73869 65420| 165
166| 80988 33891 12327 98904 03737 77086 04646 05694 64642 75827| 166
167| 61321 52265 15895 01124 47523 66313 12543 10104 23402 01062| 167
168| 14472 18698 40110 99995 69007 60168 12749 22455 99137 39379| 168
169| 79070 18512 73219 88390 91333 10563 94404 98730 33409 97501 169
170| 83779 14573 47031 10558 01795 37822 92893 45749 67288 76381} 170
171 01149 94643 06641 14567 55423 10957 27178 47082 15573 52799 171
172| 06414 27054 88800 21004 82257 95804 29881 38526 45440 41808| 172
1731 81810 34212 26725 81655 50815 24927 55374 62099 73433 11642] 173
174| 15357 91786 44232 12599 28657 77480 43042 76221 05879 27958 174
175| 79688 28910 15466 61878 92147 97375 31985 94768 70408 38208| 175
176| 46970 74041 05705 41250 52252 18772 59404 25092 84392 05570| 176
177] 31086 66346 51509 72443 59671 55418 33582 02805 54564 44624| 177
178| 30045 08506 51427 85922 07174 26677 15016 43235 89623 99158| 178
179] 46211 90723 03876 81275 86586 36915 28087 45978 92663 75896 179
180| 05686 81389 28625 15902 06511 68733 48187 93629 96487 64654] 180
181| 25454 96934 47445 81382 76729 08238 65614 90516 77906 75417 181
182| 76810 55665 38609 76297 69851 16938 51874 75354 54769 57350| 182
183| 89822 95857 49509 73093 41038 41579 78678 72042 72937 33560| 183
184| 16330 18407 17755 97418 05898 48168 94294 73042 45037 35833 184
185| 62770 30212 97628 08356 56548 76128 14933 75910 12883 09662 185
186 15368 30667 57583 12359 39951 51863 72984 18629 76917 62365| 186
187 06804 79498 99057 25197 46349 84507 54215 85986 20767 72154| 187
188] 34396 37904 63668 95631 35512 77182 04745 69043 55398 80699| 188
189| 10793 50005 69488 98464 50558 00868 58666 47049 67205 86498 189
190| 13773 41480 40390 93421 84049 88753 31969 08777 40582 15060 190
191§ 84955 39456 58582 30198 89726 85610 96026 49798 51512 36518( 191
192| 39288 65123 61678 48804 86229 60887 55153 74117 87115 14440| 192
193| 57021 67906 90450 33491 05562 10318 30062 55912 84330 54436 193
194| 82430 45734 40166 51637 46118 76745 86389 80162 25199 98885( 194
195]| 56922 64973 21579 41910 39697 55701 63379 80391 68987 11256/ 195
196| 52346 84772 44011 10682 07809 57379 44263 88684 75688 80789 196
197| 97174 53700 70906 37204 94738 12572 43938 13446 25197 72526| 197
198| 66985 78370 04055 24812 67527 05695 45035 81358 62751 82865| 198
199| 56619 20435 47570 43166 38184 21804 50939 63887 25300 01590 199
200| 84351 43554 14397 37947 43603 87859 94393 42928 28817 95920| 200
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CONTENTS OF A NON-INTEGRATED SAMPLING PLAN

INTRODUCTION

This section will serve as an overview for quick reference. At a
minimm, it should include a paragraph similar to the following example:

This sampling plan serves as the foundation for the STATE of
's Food Stamp Quality Control Sampling

Procedures for Fiscal Year . Based on the projected
average monthly caseload of in the active universe we
elect to review the minimm of cases. The active frame
will be constructed from the and the interval used
will be . Based on the negative average monthly caseload
figures of the minimm of cases will be selected

for review using an interval of .

Both samples will be selected using systematic random sampling
without integration or planned stratification.

If the design contains stratification or integration, describe each
stratum as above.

SAMPLING FRAMES

This section shall include a camplete description of both the active and
negative sampling frames. Address each frame separately. At a minimm,
discuss the following items:

A

Sources: Sources of the frames (such as lists of redeemed ATP's,
mail issuance records, daily tally sheets, list of certified
eligibles). If more than one source is used to campile the frame,
describe the method of selection from each part of the frame.

Availability: The times at which the frames, including any segments
and extensions of them, are available for sample selection. Explain
the monthly selection cycle and the time schedules involved.

Accuracy and Campleteness: The accuracy and campleteness of sample
frames campared to the target populations. Explain the
checks-and-balance methodology used to verify and reconcile the frame

figures.

Camponents: Whether or not the frame are constructed by cambining
more than aone list. Describe the process and time frames involved in
constructing the list.

Location: Where the frames are constructed and maintained, such as

entirely in a central State office, entirely in local offices, or in
the State office based on information supplied by local offices.

J-1
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Form: The form of the frames, such as camputer files, microfilm, or"
hard copy. If different parts of the frame are in different forms,
the form of each part must be specified.

Frequency of Updates: Describe the time frames associated with and
the frequency of updating the frames or their sources.

Deletion of Cases Not Subject to Review: Methods of identifying,
locating, amd deleting cases not subject to review.

Structure: Describe the structure of the frames. For computerized
frames in physical-segquential files, describe the order of cases
within each frame, both prior to the selection process and any
random-access files, describe the access keys used in frame
canstruction and sample selection.

SAMPLE SELECTTION

Describe the method of sample selection by discussing the following
items:

A

Caseload Estimation: Show the actual computations you used in
estimating reviewable caseloads. (Include camputations for the
out-of-scope rate.) In particular, include outputs from all
associated camputer programs ard specify formulas for and include
outputs fram all spreadsheet calculations.

Sample Sizes: Specify and explain the basis for your minimm sample
sizes.

If you opt for a reduced active sample, include a waiver statement in
which (regardless of whether or not you increase your sample size to
reflect an increase in caseload) you agree not to contest the final
error rates and sanctions on the basis of the precision resulting
fram the reduced sample size. (See Exhibit G for an example of a
waiver statement.)

If the sample design is not a simple-random sample or systematic
sample, dam:nstrateﬂ:atthedeslgnnmldyleldestamtsofﬂae
paymenterrorratecrnegatlveerzurratemthsameorbetter
ptrec:s;maswuﬂdbeobtaanedbysmplemﬁansanplesofthesmw
specified in 3121.1.

stmtheactualoapltata.mofthetargetsanplesm, with the
projection of the overselection factor based aon historical sample
data.
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methodology and camputations for both; plus, include camputations for
the out-of-scope rate. (Applies only to systematic sampling.) :

Styatification or Clustering: Explain in detail the criteria and
operational envirorment involving stratification or clustering. This
includes the characteristics of each strata or cluster.

Sample Selection Procedure: Explain your sample selection procedures
and your mumbering system for sampled cases. Explain the
relationship, if any, between the food stamp QC sample design and
other federally mandated quality control samples (e.g.,AFDC or
Medicaid).

Corrections for Over— or Undersampling: State your procedure (or the
set of procedures you will choose from to caompensate for excessive
oversampling or undersampling (e.g., reserve pools, sample
adjtst:mem:sdm'ugtheyearandattheenioftheyear or
stratification by time satisfying the egual-or-better precision
requirement) .

Monitoring of Sample Selection and Assigmments: If your sample is
marually selected, describe your checks and controls to monitor the
selection and assigmment of the sample cases.
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EXHIBIT K
EXAMPIE OF FORM FNS—-248 AND INSTROUCTIONS FOR COMPLETTON
EQRM APPROVED OMB NO 088e-003¢
U.S. DEPARTMENT OF AGRICULTURE - FOOD ANC NUTRITION SERVICE STATE FISCAL YEAR
STATUS OF SAMPLE SELECTION
AND COMPLETION MONTH

FNS HANDBOOK 311

Public reporting burden for this

reviewing instructions, ssarching existing dsta sources, gathering and maintaining the data
tho cnuoctlon of informstion. Send comments regarding this burden estimate or any other sspect of this eo!lochon ef lnforrnmon

et | for red

v of Infor

sug
DC 20250 and to the Office of

to average 30 minutes per responss,

Ineludlng ‘th' tl!ﬂ' for

g this burdon, to D-parmm of Agricuiture, Clearance Officer, OIRM, Room 404-W, Washington,
and R y Affsirs, Office of Msnagement and Budget, Washington, D.C. 20503.

STRATUM STRATUM STRATUM STRATUM
12 1 23 2b 32 » 42 4b
LINE] REPORTING | YEAR TO | REPORTING | YEAR TO REPORTING | YEAR TO REPORTING| YEAR TO
I. ACTIVE CASE INFORMATION NO.| MONTH DATE MONTH DATE MONTH DATE MONTH | DaTE
A. TOTA| FRaME_SIZE
B. TARGET SampPLE SZF
C. SAMPLING INTERVA
D. SamP SES SELECT
STRATUM STRATUM TRAT
II. NEGATIVE CASE INFORMATION —_— _— STRA :’M —_ STRATUM ___
a2 1b 23 2> 32 - 3b 43 ab

A, TOTAL FRAME SQE

8. TARGET SAMPLE SIZE

C.SAMPLING INTERVAL

—D. SavPLE CASES SELECTED ]

1. Penging

A

’\\\) /

2. Disposed

B @™ |N O o

\5_\ \,\

=)
=1

L’

3. Not Subject 10 1
b. Not Compieted

c. Completed

1. No Error

2. Error

G

NOTES:

FORM FNS-248 (11-89)

Pravious edition obsolete
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K100 COLUMN INSTROCTTONS.

If your sample is disproporticnately stratified, enter individual-
stratum values in separate columns. If the mumber of strata exceeds
four, use additional forms. Enter the stratum identifiers in the

colum headings.

The following instructions for columns la ard 1b also apply to columns
2 through 4.

A

K200

Reporting Month (Column la). Information for each reporting month
shall be entered in colum la. Entries for the report month
mﬂectﬂeactlwtyumimmmmy
activities during the calendar month. For example, if you
selecteleOtzse_LthesanplemthofJam:azybutacb;ally
carpletedllOdmmthecale:ﬂarm:ﬂmofJamnzy then the
dispositions of the 100 January sample-month cases would be
reported on the January Form FNS-248.

Year To Date (Column lb). Over the course of the year accumilate
monthly entries fram column la into the adjacent entries in column
1b. Also, update column 1b for for any cases that (1) were in
perﬂugstamsmprlornnnthshrtrwaremlongerpendnq
(2) have had a change in disposition or finding. Also, update
colmmlbtoaccamtforcasscanugﬁmasupplanentalsanple
or selected from a reserve pool that you add to the prior months
to correct for undersampling. For example, it is time to camplete
the Form FNS-248 for the report month of May. However, the April
reportreflectedlomvemssaspaﬂlngarﬂtwoactlvemss
as not campleted, and same time after the submission of the April
report, theselzcasswexecarpleted Then their respective
dlsposltlonchangaswmldbereﬂectedmcolmnlboftheuay

report.

o::tpletecoltmlbforalllm,aweptllrmSarﬂ7(act1ve-
and negative-case sampling intervals). Column 1b anly includes
thedlspos:Ltlctsforcassselectedformﬂmsprlortoarﬁ
including the report month. For example, it is now time to
camplete the Form FNS-248 for the report month of
Cbllmmlbwundmcludethedlsposltlmtotalsformonthsoaober
through February only. You may have some case dispositions for
Mazt:horbeyundatthet:meofthereportprepazatlcn,butthey

are not to be included in the report for the February reporting
momnth.

-BY~ ONS FOR . Lines 1 through 4 apply to

active cases.

A

Total Frame Sjze. (Line 1). Enter the actual mmber of active
cases that you subjected to sampling. Do not estimate this mmber

tutshowthetatalframesizeforthesuplemrth/reportang
pericd. If within the sample month your sample is —

K=2 N
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disproportionately stratified, enter the total frame size for each
stratum. .

Target Sample Size. (Line 2). Enter the mmber of cases that are
projected as being selected for this sample month/reporting
pericd. This figure will include the overselection factor to
ccmpersateformthatareselectdlntamnotsubjectto

review. If within the sample month your sample is
disproportionately stratified, enter the target sample size for
each stratum.

For example, assume your minimm sample size is 1200.
Historically, you have noticed that your proportion of cases that
are not subject to review is 4.00%. Therefore, your projected
mumber of cases to select for the year would be 1250. (1200
divided by 0.96 equals 1250). Your monthly target sample size
wanild be at least 105 (104 would not yield enough cases). In
colum lb, you would enter 105 on the Octcber report, 210 on the
Novenber report, 315 on the December report, etc.

Sampling Interval. (Line 3). In column la, enter the sampling
interval(s) you used to select those active cases that were to be
reviewed for the report month. (If you performed reserve—pool
subsanpling, enter the effective interval (see 3122(B).) If
within the sample month your sample is disproporticnately
stratified, enter the intervals for each stratum. If the interval
has changed during the course of the year, place an asterisk in
colum 1b and describe in a footnote at the bottom of the form the

history of the interval changes.

Sample Cases Selected. (Line 4). Enter the total mumber of active
cases selected fram the sample frame ard/or from a reserve pool.
If within the samle month your sample is disproportionately
stratified, enter the mmber of cases selected from each stratum.
Exclude selected cases you have put into a reserve pool but have
not yet withdrawn them fram the pool. If the entries in either
colum la or 1b contain cases selected fram a reserve pool,
provide in footnotes to these entries a breakdown of the munber of
cases selected from the sampling frame versus the mumber selected
from a reserve pool. In specifying the latter, if you have a
stratified sample, breakdown the reserve-pool selection by
stratum.

K300 LINE-BY-LINE INSTRUCTTONS FOR NEGATIVE CASES.
Lines 5 through 15 apply to negative cases.

A

Total Frame Size. (Line 5). Enter the actual mmber of negative
cases that you subjected to sampling. Do not estimate this mmber
hxtstmthetotalframesueforthesanplem:nth/repormn;
period. If within the sample month your sample is

K=-3
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disproportionately stratified, enter the total frame size for each
stratum. .

Target Sample Size. (Line 6). In colum la, enter the projected
sample size for the report month. This includes the overselection
factor for cases that are selected but are not subject to review.
If within the sample month your sample is disproportionately
stratified, enter the target sample size for each stratum. In
colum 1b, report the accumilation of the monthly target sample
sizes fram the beginning of the year through the report month.

Sampling Interval. (Line 7). In colum la, enter the sampling
interval you used to select the negative cases that were to be
reviewed for the report month. (If you performed reserve-pool
subsampling, enter the effective inmterval (see 3122 B.) If
within the sample month your sample is disproportionately
stratified, enter the intervals for each stratum. If the interval
has changed during the course of the year, place an asterisk in
colum 1b and describe in a footnote at the bottam of the form the
history of the interval changes.

Sample Cases Selected: Total. (Line 8). Enter the total mumber of
negative cases selected from the sample frame and/or from a
reserve pool. If within the sample month your sample is
disproportionately stratified, enter the mumber of cases selected
from each stratum. Exclude selected cases you have put into a
reserve pool but have not yet withdrawn them fram the pool. If the
entries in either column la or 1b contain cases selected from a
reserve pool, provide in footnotes to these entries a breakdown of
the mmber of cases selected from the sampling frame versus the
mmber selected fram a reserve pool. In specifying the latter, if
you have a stratified sample, breakdown the reserve-pool selection
by stratum.

1 Sample Cases Selected: Pernding. (Line 9). Enter the mmber
of negative sample cases with pending reviews as of the end
of the report month/reporting period. These are cases that
have not been reviewed, and no disposition has been assigned.
They are not to be confused with line 12 (Not Completed).

2 Sample Cases Selected: Disposed. (Line 10). Enter the
mumber of disposed negative cases. This line plus line 9

(pending) must equal line 8 (total).

a Disposed: Not Subject to Review. (Line 11). Enter the
mumber of cases coded disposition 2.

b Disposed: Not Campleted. (Line 12). Enter the mmber
of cases in the negative sample for which a review was
not campleted and therefore coded 3 or 4.

R-4
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Disposed: OCampleted. (Line 13). Enter the mmber of
cases that have been campleted. This does not include

those in pending status or those that have been coded
Not Subject to Review or Not Campleted.

i

Campleted: No Error. (Line 14). Enter the mumber
of cases from line 13 (campleted) that do not

review was campleted, and the household was found
to be correctly denied or terminated.

Campleted: FError. (Line 15). Enter the mmber of
cases fram line 13 (campleted) that contained an

error finding. These are cases in which the review
was campleted, ard the denial or termination action
was found to be invalid. Line 14 plus line 15 must
equal line 13.
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EXAMPIE OF FORM FNS—-247 AND INSTROUCTIONS FOR COMPLETION

FORM APPROVED OMB NO. 0584-0034

U.S. DEPARTMENT OF AGRICULTURE — FOOD AND NUTRITION SERVICE

STATISTICAL SUMMARY OF SAMPLE

DISPOSITION
FNS HANDBOOK 311

STATE

FISCAL YEAR

Public reporting burden for this colisction of informstion is estimated to average 1 hour per mpem including the time fer

reviewing instructions, ssarching existing data sources, gathering and i , and £
the coliection of information. Send comments nnrdln. this burden estimate or any other
including suggestions for reducing this burden, to Department of Agricutture, Clearance Officer, OIRM, Room 404-W, Washingten,

D.C. 20260; snd to the Office of Information and Re

9 the dsta o

" of this

y Atfalrs, Otfice of Management and Budget, Washington, D.C. 20603.

of infor

I. ACTIVE CASE INFORMATION

LINE|sTRATUM
NO.|INTERVAL — |

STRATUM
INTERVAL ——

STRATUM

INTERVAL

STRATUM

INTERVAL ——

A _ACTUAL AVERAGE M Y 1T

B._END OF YEAR MINIMUM SAMPLE SIZE

1. NEGATIVE CASE INFORMATION

STRATUM
INTERVAL —

STRATUM
INTERVAL ——

STRATUM

INTERVAL

STRATUM
INTERVAL —

A_ACTUAL AVERAGE MONTHLY CASELOAD SUBJECT 70 REVIEW

B_END OF YEAR MINIMUM SAMPLE SIZF

C._DISPOSITION OF SAMPLE CASES

1. Number of cases setected

2. Number Of cases nOT_subect 10 review

3. Number of cases nol campieted

e 10 locate r 3rTICIOINT

b. Review not_processed
4. _Number of compieted case reviews

D. CASES iIN ERROR

1. Percent

B2 0[N |

REMARKS:

FORM FNS-247 (2-80) Previous edition obsolste
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1INE-BY-LINE INSTRUCTIONS FOR ACTIVE CASES. Lines 1 and 2 apply to
active cases.

A

Actual Averadge Monthly Caseload Subject To Review. (Line 1).
Enter for active cases the actual average-monthly caseload subject
to review. (See 3320 for calculation formlas.)

End of Year M S_a_:mle Size. (Lg;g 2). Enter for active cases
your end-of-year minimim sample size. If your sample is
unstratified or proportionally strat:.fled, see 3121.1(B) for

calculation formulas. If your sample is disproportionately
stratified, do not camplete this entry at the stratum level:
instead, calculate an entire-sample entry using the formulas in
E330.

LINE-BY-LTNE INSTRUCTIONS FOR NEGATIVE CASES. Lines 3 through 12 apply
to negative cases.

A

C

Actual Average Monthly Caseload Subject to Review. (Iine 3).
Enter for negative cases the actual average-monthly caseload
subject to review. (See the calculation formilas in 3320 and the
work sheet in Figure I~1.)

End of Year Minimum Sample Size. (Line 4). Enter for
negative cases your end-of-year minimm sample size. If your
sample is unstratified or proportionally stratified, see
3121.1(B) for calculation formilas. If your sample is
disproportionately stratified, do not camplete this entry at
the stratum level; instead, calculate an entire-sample entry
using the formulas in E330.

Disposition of Sample Cases.

1 Number of Cases Selected. (Line 5). Emnter the mmber of
cases that you selected for negative case reviews. Include
cases that were campleted, not canmpleted, or not subject to
review. This entry equals the sum of lines 6, 7, amd 10.

2 Number of Cases ject to iew. (Iine 6). Enter the
rumber of cases coded with a disposition of 2. This count
includes cases deselected by a correction for oversampling.

3 Number of Cases Not Completed. (Iine 7). Enter the rumber
of cases selected for negative case reviews but were later
coded as not campleted. This is the sum of all cases with a
disposition code or 3 or 4. This line equals the sum of
lines 8 and 9.

a Unable to locate Case Record or Participant. (Line 8).
Enter the mmber of cases with a disposition of 3.
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Figure I~1

A

Work sheet for negative cases to calculate (1) average-monthly caseload
subject to review and (2) weighted negative error rate for

disproportionately stratified samples.

Instructions:

Camplete lines 5, 6, 10 and 11 of the negative-case Form FNS-247.
you have a disproportionately stratified sample, do this for each

stratum. In the below table, put line 5 entries in column C, line 6

in column D, ard the ratio of line 11 to line 10 in column G.

Fill in column B with the value of I determined by equation (3-11)
or by your sampling interval (see 3320).

Calculate the entry for column E by using the formula shown at the
top of colum E.

Add up the entries in colum E and record total at bottom of
colum E.

Calculate weights in column F using the formila shown at the top of

column F.

Calculate entries for column H using the formila shown at the top
of column H. Add up the entries in column H to give the weighted
negative error rate.

Obtain the average-monthly subject-to-review caseload by dividing
colum E by the mmber of months that the stratum is in effect.

B C D E F G

# cases |# cases (Weights) | Unweighted
selected| NSR Capute: | Campute: | % in error| Campute
stratum| I LINE 5 |[LINE 6 | B*(C-D)| E/ETOTAL| IN11/IN10 F*G
%
%
%
%
%
%
ETOTAL: Weighted Line 12:
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b Review not Processed. (Line 9). Enter the mmber of
cases with a disposition of 4.
4 Number of Completed Cases Reviews. (Line 10). Enter the

mmber of cases selected in your negative sample for which a
review was campleted. This is a count of the mumber of cases
with a disposition of 1.

D Cases in Frror. (Line 11). Enter the total mmber of negative
cases for which a review was campleted and the household was found
to be incorrectly denied or terminated. The percent (Line 12) is
calculated by dividing line 11 by line 10. BExpress the entry for
line 12 as a percentage and retain two decimal places, e.g. 3.45.
If your sample is disproportionately stratified, also calculate
the weighted entry for line 12 that estimates the negative error
rate for the entire population. Figure I~1 contains a work sheet
for doing this.
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WORK SHEET FOR DETERMINING THE EFFECTS OF A CASEIOAD CHANGE
A. On the lines below enter the values of the indicated quantities:
symbol description value

Ne Estimated average-monthly
caseload subject to review

ne Minimm sample size based
on Ne

]

Sampling interval
Nu Updated average-monthly

caseload subject to review
(see 3411.1)

B. On lines 1.1 and 2.1 below enter the values of 1.2*Ne and Ne,
respectively. Place an "X" on line 1, 2, or 3 to indicate the
relationship of Nu with the entered values:

(1) = "X" if Ne > (1.1)

1.2 * Ne = (1.1)

(2) = "X" if (1.1) > Ne > (2.1)

Ne = (2.1)

(3) : "X" if (2.1) > Ne

For example, if the updated caseload, Nu, is less than Ne, then place an
"X" on line 3.

C. If you placed an "X" an line 2, your minimm sample size remains unchanged;
set the updated minimm sample size, mu, equal to ne and go to step D.
Otherwise, calculate mu using the appropriate formula below:

ACTIVES Nu<10, 000 m = 300

(non-reduced) Nu>60,000 m = 2400
otherwise mu = 300 + .042(Nu - 10,000) =

(reduced) Nu>60, 000 m = 1200
otherwise ma = 300 + .018(Nu - 10,000) =

NEGATTIVES Nu<500 m = 150
Na>5000 m = 800
otherwise m = 150 + .144(Nu - 500) =
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If you have an unstratified (or proportiocnally stratified) systematic
sample, estimate how many reviewable cases, na, would be selected if you
contimied using the current sampling interval:

na= (124Nu) / I = .

For all other types of samples, estimate how many reviewable cases, na,
would be selected if you contimied using the current sampling parameters:

na = Sl+82= + =

where

= the mmber of cases selected (and not deselected) that
were subject to review in the preceding m months (This
is determined by adjusting the mmber of selected (but
not deselected) cases downward by the anticipated
number of Not~Subject-to-Review cases.), and

= the predicted mmber of reviewable cases to be cbtained
in the remaining 12-m months, assuming no sampling
corrections.

If you believe the first m months are representative of the
entire year, use

= (12)(s1)/m = .

Detemn;ethedlfferenoebe‘meenthereusedmuummsamplesme, m,
camputed in step B or C and the projected sample size, n,, camputed in

step D:
DIFFERENCE = na - mu = .

If DIFFERENCE is positive, then you are oversampling. A negative value for
DIFFERENCE indicates undersampling. Depending on the magnitude of the
SURPIUSorIEFICITa:ﬂhownanymrennnthsmmtobesanpled,makea
dec:smnmwhethertoconectformﬁe:-orovezsanphng It may be
preferable to postpone making a correction until later in the year when a
trend may be more definite.
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