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## B. Collections of Information Employing Statistical Methods

1. Describe (including a numerical estimate) the potential respondent universe and any sampling or other respondent selection method to be used. Data on the number of entities (e.g., establishments, State and local government units, households, or persons) in the universe covered by the collection and in the corresponding sample are to be provided in tabular form for the universe as a whole and for each of the strata in the proposed sample. Indicate expected response rates for the collection as a whole. If the collection had been conducted previously, include the actual response rate achieved during the last collection.

## i. Potential Respondent Universe and Response Rate

The potential respondent universe for this study includes residents aged 18 and over living in Census Block Groups located 1) in the two coastal counties in New Hampshire, 2) in Massachusetts within Census Block Groups bordering the Hampton-Seabrook Estuary, and 3) in Maine within Census Block Groups bordering the Piscataqua River. The population will be stratified by households living in block groups bordering three water bodies of interest (Great Bay Estuary, Hampton-Seabrook Estuary, and Piscataqua River), as well as by households of the 17 communities located in the coastal zone to enable subgroup analyses of interest.

The estimated total number of occupied households in the study region is 175,020 (US Census Bureau/American FactFinder, 2015a) and the estimated total population 18 years and over is 361,994 (US Census Bureau/American FactFinder, 2015b).

In terms of response rate, as a part of the 2010 decennial census, the U.S. Census Bureau reported mail back participation rates ranging from $51 \%$ to $78 \%$ for New Hampshire counties (US Census Bureau, 2010). Recent studies conducted in the region on similar topics being investigated in the present study were examined to determine a reasonable response rate. Johnston, Feurt, and Holland (2015) reported a response rate of 32.4\% on their mail back contingent choice survey of Maine watershed residents; Myers et al. (2010) and Edwards et al. (2011) reported a $65 \%$ response rate from an intercept survey in the Delaware Bay to estimate the economic value of birdwatching; and ERG (2016) reported a $51 \%$ response rate from an online survey of New York households to understand preferences and values for shoreline armoring versus living shorelines and a $54 \%$ response rate from an online survey of New Jersey households to understand values of salt marsh restoration at Forsyth National Wildlife Refuge. To better understand the social context of the issue in the region of interest, researchers talked with key partners to gather anecdotal information on the level of public knowledge, interest, and awareness of shoreline treatment options. Additionally, researchers attended a public workshop for local property owners interested in learning how to protect their property from coastal flooding.

Response rates for the pre-test ranged from $17 \%$ to $31 \%$ depending on the region, with an overall response rate of $24 \%$. However, the pre-test was launched in November 2020, shortly after the general election and continued through the holiday season. Therefore, we anticipate higher response rates during the full survey implementation (late-summer through early fall, 2021).

Based on the information gathered, researchers anticipate a response rate of approximately $25 \%$.

## ii. Sampling and Respondent Selection Method

A pretest was conducted on 540 individuals using address-based sampling to select residential households randomly within each of the strata. The University of New Hampshire Survey Center secured the address-based frame.

Data will be collected using a two-stage stratified random sampling design. The study region will be stratified geographically. Details of the strata are explained below. Within each stratum, we will be selecting households at random, and within each selected household, the individual with the next upcoming birthday who is aged 18 or older will be selected. Therefore, the primary sampling unit (PSU) is the household, and the secondary sampling unit (SSU) consists of individuals selected within each household. The proposed strata will allow the researchers to examine the influence of geographic proximity on respondent opinions and values.

The strata are comprised of the following (Figure 1):

1. Block groups bordering the Great Bay Estuary (bordering Great Bay)
2. Block groups bordering the Hampton-Seabrook Estuary (bordering Hampton-Seabrook)
3. Block groups bordering the Piscataqua River (bordering Piscataqua)
4. Block groups within the 17 coastal zone communities (other Coastal NH)
5. Block groups within the two coastal counties (coastal NH counties)


Figure SEQ Figure \* ARABIC 1: Sampling

Table 2 provides a breakdown of the tentative estimated number of completed surveys desired for each stratum, along with the sample size per stratum. In order to obtain our estimated minimum number of respondents (d), the sample size needs to be increased to account for both non-response (e) and mail nondelivery (f). Therefore, based on the statistical sampling methodology discussed in detail in Question 2 below, the $25 \%$ response rate, and the $10 \%$ non-deliverable rate (rate based on expert opinion of the survey vendor and a $6.3 \%$ non-deliverable rate for the pre-test), the sample size for the final collection will be 10,242 . The "coastal NH counties" strata is further stratified by county to help ensure geographic coverage. As we are interested in comparing differences between strata, an equal allocation is used to minimize the sampling variance. However, the sample size for the "coastal NH counties" is doubled to reduce the variance in sampling weights and proportionately allocated between the two counties to avoid randomly sampling only one of the counties. See Section 2.v. below for more details on determining the minimum sample size.

To approximate random selection of one respondent within the household, instruction will be given in the informational letter accompanying the survey package asking that the survey be completed by the person in the household age of 18 or older who has the next upcoming birthday.

Table 2: Estimates of sample size by strata

| Strata | Sub-strata | Estimated <br> Population <br> 18 and over <br> (a) | Estimated <br> Occupied <br> Households <br> (b) | Estimated <br> Pretest <br> Sample <br> (c) | Minimum <br> Number of <br> Respondents | Sample Size <br> Adjusted for 25\% <br> Response Rate <br> (e)=(d) $\div 25 \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Adjusted for 10\% |  |  |  |  |  |  |
| Non- |  |  |  |  |  |  |
| Deliverable Rate) |  |  |  |  |  |  |
| (f)=(e) $\div(1-10 \%)$ |  |  |  |  |  |  |

## 2. Describe the procedures for the collection of information including:

- Statistical methodology for stratification and sample selection,
- Estimation procedure,
- Degree of accuracy needed for the purpose described in the justification,
- Unusual problems requiring specialized sampling procedures, and
- Any use of periodic (less frequent than annual) data collection cycles to reduce burden.


## i. Stratification and Sample Selection

ii. Residential households will be randomly selected from each stratum using an address-based frame procured from the U.S. Postal Service. Weighting

For obtaining population-based estimates of various parameters, each responding household will be assigned a sampling weight. The weights will be used to produce estimates that:

- are generalizable to the population from which the sample was selected;
- account for differential probabilities of selection across the sampling strata;
- match the population distributions of selected demographic variables within strata; and
- allow for adjustments to reduce potential non-response bias.

These weights combine:

- a base sampling weight which is the inverse of the probability of selection of the household;
- a within-stratum adjustment for differential non-response across strata; and
- a non-response weight.

Post-stratification adjustments will be made to match the sample to known population values (e.g., from Census data).

There are various models that can be used for non-response weighting. For example, non-response weights can be constructed based on estimated response propensities or on weighting class adjustments. Response propensities are designed to treat non-response as a stochastic process in which there are shared causes of the likelihood of non-response and the value of the survey variable. The weighting class approach assumes that within a weighting class (typically demographically-defined), non-respondents and respondents have the same or very similar distributions on the survey variables. If this model assumption holds, then applying weights to the respondents reduces bias in the estimator that is due to non-response. Several factors, including the difference between the sample and population distributions of demographic characteristics, and the plan for how to use weights in the regression models will determine which approach is most efficient for both estimating population parameters and for the stated-preference modeling.

## iii. Experimental Design

Experimental design for the choice experiment surveys will follow established practices. Fractional factorial design will be used to construct choice questions with an orthogonal array of attribute levels, with questions randomly divided among distinct survey versions (Louviere et al., 2000). Based on standard choice experiment experimental design procedures (Louviere et al., 2000), the number of questions and survey versions were determined by, among other factors, the number of attributes in the final experimental design and complexity of questions and the number of attributes that may be varied within each question while maintaining respondents' ability to make appropriate neoclassical tradeoffs.
Based on the models proposed below and recommendations in the literature, researchers anticipate an experimental design that allows for the estimation of main effects and all two-way interaction effects of program attributes (Louviere et al., 2000). Choice sets (Bennett and Blamey, 2001), including variable level selection, were designed with the goal of illustrating realistic policy scenarios that "span the range over which we expect respondents to have preferences, and/or are practically achievable" (Bateman et al. 2002, p. 259), following guidance in the literature. Each treatment (survey question) includes two alternative options (Options A and B) and an "opt-out" option, each characterized by six attributes. Hence, there are 18 attributes for each treatment. Guided by realistic ranges of attribute outcomes, the six attributes would have three potential levels.

The Stata program code DCREATE provided by Hole (2015) was used to generate an optimal design and test the efficiency of the design. There are then two decisions to make: 1) the number of choices any one respondent has to make and 2) the number of different versions of the survey.

Initial runs of the programs indicated that an optimal design would require at least 37 alternatives/options to achieve an orthogonal (attributes are uncorrelated) design. An optimal design ensures we can estimate the marginal effects or marginal values of each attribute for the main effects and all two-way interaction effects. The design will use four choice questions per respondent blocked into 10 versions. Each choice contains two alternative options and an opt-out option with attributes at different levels. The final design can be found in Appendix B.

## iv. Estimation Procedures

The model for analysis of stated preference data is grounded in the standard random utility model of Hanemann (1984) and McConnell (1990). This model is applied extensively within stated preference research, and allows well-defined welfare measures (i.e., willingness to pay) to be derived from choice experiment models (Bennett and Blamey, 2001; Louviere et al., 2000). Within the standard random utility model applied to choice experiments, hypothetical program alternatives are described in terms of attributes that focus groups reveal as relevant to respondents' utility, or well-being (Johnston et al., 1995; Adamowicz et al., 1998; Opaluch et al., 1993). One of these attributes would include a monetary cost to the respondent's household.

Applying this standard model to choices among programs to improve environmental quality in Coastal New Hampshire, a standard utility function, $U$, includes attributes of shoreline treatment programs and the net cost of the program to the respondent. Following standard random utility theory, utility is assumed known to the respondent, but stochastic from the perspective of the researcher, such that:

$$
U_{i}=V\left(z_{i}, S_{n}\right)+\varepsilon\left(z_{i}, S_{n}\right)=V_{i}+\varepsilon_{i}
$$

where,

- $z_{i}$ is a vector of variables describing attributes for alternative $i$, as perceived by household respondent $n$
- $S_{n}$ is a vector of socio-demographic characteristics for household respondent $n$
- $V(\cdot)$ is a function representing the empirically estimable component of utility
- $\varepsilon_{i}$ is a stochastic or unobservable component of utility, modeled as an econometric error

An individual, $n$, is assumed to choose the option, $i$, that maximizes their utility among $J_{n}$ options in the choice set $C_{n}$. The choice probability of any particular option, $P(\cdot)$, is the probability that the utility of that option is greater than the utility of the other option:

$$
P\left(i \vee C_{n}\right)=P\left[V_{i}+\varepsilon_{i} \geq V_{j n}+\varepsilon_{j n}, \forall j \in C_{n}\right]
$$

If error terms are assumed to be independently and identically distributed, and if this distribution can be assumed to be Gumbel, the above can be estimated as a conditional logit model.
Four choice questions are included within the same survey to increase information from each respondent. While respondents will be instructed to consider each choice question as independent of other choice questions, it is nonetheless standard practice within the literature to allow for the potential of correlation among questions answered within a single survey by a single respondent. That is, responses provided by individual respondents may be correlated even though responses across different respondents are considered independent and identically distributed (Poe et al. 1997; Layton 2000; Train 1998).

There are a variety of approaches to accommodate such potential correlation. Models to be assessed include random effects and random parameters (mixed) discrete choice models, common in the stated preference literature (Greene 2018; McFadden and Train 2000; Poe et al. 1997; Layton 2000). Within such models, selected elements of the coefficient vector are assumed normally distributed across respondents, often with free correlation allowed among parameters (Greene 2018). If only the model intercept is assumed to include a random component, then a random effects model is estimated. If both slope and intercept parameters may vary across respondents, then a random parameters model is estimated. Such models will be estimated using standard maximum likelihood for mixed logit techniques, as described by Train (1998), Greene (2008) and others. Mixed logit model performance of alternative specifications will be assessed using standard statistical measures of model fit and convergence, as detailed by Greene $(2008,2018)$ and Train (1998).
Standard linear forms are anticipated as the simplest function form for $V(\cdot)$, from which more flexible functional forms (e.g., quadratic) can be derived and compared.

A main effects and two-way interactions effects utility function is hypothesized, and following common practice a linear-in-parameters model will be sought. A generic format of the indirect utility function to be modeled is:
$V=\beta_{0}+\beta_{1}($ Wetland $)+\beta_{2}($ Sand Dunes $)+\beta_{3}($ Hardened Shoreline $)+\beta_{4}($ Flood Damage $)+\beta_{5}($ Erosion $)+\beta_{6}($ Who pays $)$

Model fit will be assessed following standard practice in the literature (e.g., Greene, 2003).

## v. Degree of Accuracy Needed for the Purpose Described in the Justification

The following formula can be used to determine the minimum required sample size, $n$, for analysis

$$
n=\frac{z^{2} p(1-p)}{c^{2}}
$$

Where $z$ is the $z$-value required for a specified confidence level (here, $95 \%$ ), $p$ is the proportion of the population with a characteristic of interest (here, $\mathrm{p}=0.5$ conservatively), and $c$ is the confidence interval (here, $0.05)$. Therefore,

$$
n=\frac{1.96^{2} \cdot 0.5 \cdot 0.5}{0.05^{2}} \approx 384
$$

This means each strata requires a minimum sample size of 384 to be able to test for differences in means at the $95 \%$ confidence level with a $5 \%$ confidence interval, which is met by our sampling plan.

In Orme (1998), the following formula is given for determining the minimum sample size for a given design:

$$
N=500 \cdot \frac{N L E V}{N A L T \cdot N R E P}
$$

where,

- $N$ is the minimum sample size required
- NLEV is the largest product of levels of any two attributes (here 9)
- NALT is number of alternatives (options) per choice set, (here 2)
- NREP is the number of choice sets per respondent (here 4)

In this design, the minimum sample size required for statistical efficiency is 563 . This design permits the estimation of all two-way interactions in addition to main effects.
In addition to the above, as a rule, six observations are needed for each attribute in a bundle of attributes to identify statistically significant effects (Bunch and Batsell, 1989 and Louviere et al., 2000). Since we have six attributes, we need 36 observations per version. Our survey design includes 10 versions, so we need a minimal sample size of 360 . Our total minimum number of respondents of 2,304 (see Table 2 ) meets both of these criteria. Additionally, we expect a margin of error of approximately $5 \%$ for each strata, which is more than adequate to meet the analytic needs of the benefits analysis.

## 3. Describe methods to maximize response rates and to deal with issues of non-response. The accuracy and reliability of information collected must be shown to be adequate for intended uses. For collections based on sampling, a special justification must be provided for any collection that will not yield "reliable" data that can be generalized to the universe studied.

## Focus Groups

The first step in achieving a high response rate is to develop a survey that is easy for respondents to complete. Researchers met with nine focus group members to determine 1) if they understood the tasks they were asked to complete, 2) their process for responding, 3) if they considered all outcomes or if any were missing, and 4) if enough information was provided for them to confidently respond.
Overall, the responses from the focus group participants were encouraging. Participants generally understood the instructions and made thoughtful, rational choice selections. They understood the outcomes in the experiment as coastal hazards are an important, relevant issue in coastal New Hampshire, and enough
information was provided for them to make their selections.

## Implementation Techniques

The implementation techniques that will be used are consistent with methods that maximize response rates. Researchers propose a mixed-mode system, employing mail contact and recruitment, following the Dillman Tailored Design Method (Dillman et al., 2014), and online survey administration. To maximize response, potential respondents will be contacted multiple times via postcards and other mailings; this will include a presurvey notification postcard, a letter of invitation, and follow-up reminders (see Appendix C for postcard and letter text). Final survey administration procedures and design of the survey administration tool will be subject to the guidance and expertise of the vendor hired to provide the data with regard to maximizing response rate, based on their experience conducting similar collections in the region of interest.

## Incentives

Incentives are consistent with numerous theories about survey participation (Singer and Ye, 2013), such as the theory of reasoned action (Ajzen and Fishbein, 1980), social exchange theory (Dillman et al., 2014), and leverage-salience theory (Groves et al., 2000). Inclusion of an incentive acts as a sign of good will on the part of the study sponsors and encourages reciprocity of that goodwill by the respondent.
Dillman et al. (2014) recommends including incentives to not only increase response rates, but to decrease nonresponse bias. Specifically, an incentive amount between $\$ 1$ and $\$ 5$ is recommended for surveys of most populations.

Church (1993) conducted a meta-analysis of 38 studies that implemented some form of mail survey incentive to increase response rates and found that providing a prepaid monetary incentive with the initial survey mailing increases response rates by $19.1 \%$ on average. Lesser et al. (2001) analyzed the impact of financial incentives in mail surveys and found that including a $\$ 2$ bill increased response rates by $11 \%$ to $31 \%$. Gajic et al. (2012) administered a stated-preference survey of a general community population using a mixed-mode approach where community members were invited to participate in a web-based survey using a traditional mailed letter. A prepaid cash incentive of $\$ 2$ was found to increase response rates by $11.6 \%$.

Given these findings, we believe a small, prepaid incentive will boost response rates by at least $10 \%$ and would be the most cost effective means to increase response rates. A $\$ 2$ bill incentive was chosen due to considerations for the population being targeted and the funding available for the project. As this increase in response rate will require a smaller sample size, the cost per response is only expected to increase by roughly \$1.03.

## Non-Response Bias Study

In order to determine if and how respondents and non-respondents differ, a non-response bias study will be conducted in which a short survey (Appendix D) will be administered to a random sample of households that receive the main survey but do not complete and return it. The short questionnaire will ask a few awareness, attitudinal and demographic questions that can be used to statistically examine differences, if any, between respondents and non-respondents. It will take respondents about 5 minutes to complete the non-response bias study survey. The samples for the non-response follow up will be allocated proportionately to the number of the original mailings in the geographic division (strata). The return envelope will be imprinted with a stamp requesting the recipient to "Please return within 2 weeks." Table 3 illustrates the target sample size of the nonresponse survey across survey regions.

Response rates for the pre-test non-response bias study ranged from $2 \%$ to $7 \%$ depending on the region, with an overall response rate of $4 \%$. However, the same timing issues that apply to the full survey also apply to the nonresponse follow-up survey. Due to this low response rate, all sampled households that do not complete the survey will be sent the non-response follow-up survey for the full implementation.

Table 3: Pretest sample, final collection estimated completes needed, and final collection adjusted sample size by strata for non-response bias study

| Strata | Sub-strata | Pretest <br> Completes | Final Collection <br> Expected <br> Completes |
| :---: | :---: | :---: | :---: |
| Great Bay | -- | 4 | 46 |
| Hampton- <br> Seabrook | -- | 1 | 46 |
| Piscataqua | -- | 3 | 46 |
| other Coastal NH | -- | 3 | 46 |
| coastal NH <br> counties | Rockingham | Strafford | 1 |
| TOTAL |  | 2 | 66 |

A subset of the questions from the main questionnaire was selected for the non-response bias study survey:

1. How much of a problem do you think each of the following are in your community?
2. How do you think the following will change in the next 10 years?

Questions 1 and 2 are two questions from the main survey that may influence an individual's response probability. For example, those who do not live in coastal New Hampshire or those who do not believe coastal storms, flooding, or shoreline erosion are major concerns may be less likely to respond.
3. Please rate how much you agree or disagree with the following statements.

The items in question 3 ask about attitudes toward managing estuarine and coastal lands in Coastal New Hampshire, costs to one's household, and government regulations. Comparing responses to these questions across the main survey study and the non-response bias study will allow researchers to assess whether non-respondents did not complete the main survey for reasons related to the survey topic. In contrast, the last item in question 3 inquires about respondents' ability or propensity to take surveys in general, comparing responses to this item will help researchers assess whether non-response was related to factors that are likely uncorrelated with the experiment.
4. What is your sex?
5. In what year were you born?
6. Do you own or rent property on or near a body of water, such as a river, stream, wetland, pond, or ocean?
7. Are you a seasonal or year-round resident of the Seacoast region of New Hampshire?
8. Are you Hispanic or Latino?
9. What is your race? (select all that apply)
10. What is the highest level of education you have completed?
11. What was your annual household income in 2020?
12. How many people, including yourself, live in your household?
13. How many of these people are at least 18 years old? $\qquad$
By including demographic questions in both the survey and non-response follow-up survey, statistical comparisons of household characteristics can be made across the samples of responding and non-
responding households. These data can also be compared to household characteristics from the population, which are available from the 2010 Census.

Two-sided statistical tests will be used to compare responses across the sample of respondents to the main survey and those who completed the non-response questionnaire. There are two types of biases that can arise from non-respondents: nonresponse and selection bias (Whitehead, 2006). The statistical comparisons above will allow for the assessment of the presence of nonresponse bias, which is when respondents and nonrespondents differ for spurious reasons. If found, a weighting procedure, as discussed in Section B.1.ii above, can be applied. An inherent assumption in this weighting approach is that, within weight classes, respondents and non-respondents are similar. This assumption may not hold in the presence of selection bias, which is when respondents and non-respondents differ due to unobserved influences associated with the survey topic itself, and perhaps correlated with policy outcome preferences. Researchers will assess the potential for selection bias by comparing responses to the familiarity and attitude questions discussed above. If the results of such comparisons suggest a potential selection bias, the implications towards policy outcome preferences will be examined and discussed.
4. Describe any tests of procedures or methods to be undertaken. Testing is encouraged as an effective means of refining collections of information to minimize burden and improve utility. Tests must be approved if they call for answers to identical questions from 10 or more respondents. A proposed test or set of tests may be submitted for approval separately or in combination with the main collection of information.

See response to Part B Question 3 above.

## 5. Provide the name and telephone number of individuals consulted on statistical aspects of the design and the name of the agency unit, contractor(s), grantee(s), or other person(s) who will actually collect and/or analyze the information for the agency.

Consultation on the statistical aspects of the study design, including sampling design, survey length, and problematic survey items, was provided by Dr. Robert Johnston (508-751-4619).

Researchers with NOAA's National Centers for Coastal Ocean Science lead this project. Project Principal Investigators are:

Sarah Gonyo, PhD (Lead)
Economist
NOAA National Ocean Service
National Centers for Coastal Ocean Science
1305 East West Hwy
Building SSMC4, Rm 9320
Silver Spring, MD 20910
Ph: 240-533-0382
Email: sarah.gonyo@noaa.gov
Data will be collected and purchased from the University of New Hampshire Survey Center. Data analysis will be conducted by the project principal investigators along with the following research team member:

Amy Freitag, PhD
Social Science Analyst

NOAA National Ocean Service
National Centers for Coastal Ocean Science
Cooperative Oxford Laboratory
904 S Morris St,
Oxford, MD 21654
CSS, Inc.
Ph: 443-258-6066
Email: amy.freitag@noaa.gov
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